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Abstract— One of the greatest challenges of an enterprise’s service center is to ensure that their engineers and customers are 

provided with the right information in a timely fashion. For this purpose, modern organizations operate a wide range of information 

support systems to assist customers with critical service requests and to provide proactive monitoring, where possible, to prevent 

service requests from occurring in the first place. It is often the case that relevant information is scattered over the Internet and/or 

maintained on disparate systems, buried in large amount of noisy data, and in heterogeneous formats, thereby complicating the 

access to reusable knowledge and extending the response time to reach a resolution. To address these challenges, in this paper 

we propose an effective knowledge mining solution to improve the quality of service request resolution.  We model the service 

resolution problem as an online search and classification problem, and use domain knowledge in the form of ontology to guide 

effective machine learning. Our proposed solution has been extensively evaluated with experiments and has been used in a real 

enterprise customer center. 

Index Terms— Knowledge management service, semantic web, ontology, data mining, machine learning, natural language 

processing, business rules, event processing, production rule system  
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1 INTRODUCTION

NTERPISE services centers and IT consulting services 
are a growing business in today’s fast-paced market-

place. They provide a primary way for enterprises to inter-
act with their customers. Service centers receive a large 
number of service requests from customers and partners. 
IT consulting services are also in high demand as compa-
nies are under pressure to maintain a technical advantage 
in today’s hypercompetitive market. Accurate and timely 
delivery of pertinent information to assist in service re-
quest prevention and resolution is critical for providing the 
highest levels of service to customers. This information can 
be serviced in the form of a curated knowledge repository 
and can be used to infuse the service request with 
knowledge on how to solve the issue. In addition, the 
knowledge can be coded into business rules that can be 
used in the form of automated event processing to proac-
tively fix or even prevent issues in other customer net-
works with the same devices/software images, thereby 
avoiding service requests all together.  

New technology has enabled the generation of more in-
formation in the hands of customers, as never before has a 
customer had so much information about a company’s 
products and services. Based on a recent study, most of 
their service requests can be answered using enterprise’s 
information sources. For example, over 70% of customers 
and partners find answers on Cisco's Web [28]. However, 

most of the explicit knowledge assets of today’s organiza-
tions consist of unstructured textual information in elec-
tronic form. In most cases, these data may be located in dif-
ferent sources such as service request repositories, enter-
prise websites, and social networks of Subject Matter Ex-
perts (SMEs). Moreover, the data may be stored in hetero-
geneous formats, in most cases unstructured, including 
text, command line interface (CLI) output, and Web pages. 
The large amount of heterogeneous data sources compli-
cate request resolution causing lengthy diagnosis time. 
Furthermore, educated and demanding consumers using 
new communication channels (such as online chatting) call 
for higher quality of services [46]. Unless relevant data is 
displayed promptly and efficiently, service center engi-
neers tend to ignore the provided reference information 
and spend their time working on the actual service request 
[39].  

1.1 Problem 

Let us first see how service center engineers deal with 
service requests from customers. After receiving a service 
request, the engineers need to understand the issue or 
problem before they can deliver an accurate answer. For 
questions they are familiar with, they may quickly give 
suggestions based on their experiences. For questions new 
to them, they may search the questions from different 
sources (such as the Internet, the social network sites, re-
lated service requests, Enterprise’s white papers or tech-
nical reports), read the relevant documents to understand 
their meaning and then organize and summarize the an-
swer. The information exchanged between the customer 
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and the service center is documented using a service re-
quest system. This system is used to capture the case his-
tory as well as to implement the case handling workflow. 
Engineers often use informal methods to research inquiries 
and deliver answers to customers (manuals, binders, sticky 
notes, case histories, etc.) [30]. However, these methods are 
not optimal because they do not promote automation, 
knowledge sharing, and knowledge reuse or expedient 
resolutions [45]. 

Consulting services operate in more proactive situa-
tions. They are expected to provide customers the expertise 
to build, improve and scale their IT environment. They are 
also expected to find and prevent problems before they oc-
cur. These demands face scenarios similar to those experi-
enced by service center engineers since consulting engi-
neers tend to perform repetitive tasks within a customer’s 
network or across their customer base. These tasks, such as 
performing network assessments and optimizations are of-
ten done manually. 

1.2 Existing Approaches 

Nowadays modern service centers have been working 
on improving resolution efficiency by building 
knowledgebase solutions. Knowledge management 
sharply reduces the need for escalation within and beyond 
a service center [47].  Often (over 70% of the time) a service 
request being asked to a service center, has usually been 
asked before, and most likely will be asked again. There-
fore, most service centers try to capture answers to previ-
ously posed requests and build structured knowledge 
from this experience [38, 51]. Upon receiving a service re-
quest, the system will match the service request with simi-
lar cases which have been resolved before. This kind of 
knowledge contributed by skilled engineers and based 
upon actual experience, can be presented in the form of a 
knowledge repository or infused into the actual service re-
quest for faster access and to facilitate efficient service re-
quest response.  

 Knowledge management systems built upon service 
center engineers’ previous experience on answering simi-
lar service requests or customer service engagements will 
facilitate efficient responses to customer inquiries and res-
olutions. However, it has a few shortcomings. First, service 
requests which have not been posed before cannot benefit 
from this system. Second, up-to-date information from 
other sources such as those discussed in social network 
sites cannot be quickly integrated to the knowledgebase to 
serve customers. Based on [44], service center staff cannot 
keep pace with the complexity of requests, and existing 
tools or skills cannot keep up with customer expectations. 
Request resolution rates have dropped for consecutive 
years, leaving customers with just a three-in-four chance of 
having their issue resolved.    

1.3 Our Approach and Contributions 

To address the aforementioned problems, we propose 
an online knowledge mining system, which can help users 
locate the most up-to-date and relevant information re-
lated to service requests or customer engagement, even if 
the users’ requests are new to the system. To get up-to-date 

information related to particular topics, we turn to the rich-
est sources in the world – the Internet and the enterprise’s 
intranet. We implement a semantics-expanded search en-
gine, which can search information based on the semantics 
rather than syntax. To remove the massive amount of noise 
returned from the search engine and shape the information 
into a powerful representation, we propose and implement 
a semantics-enhanced multi-level classification mecha-
nism. The proposed classifier can classify information to a 
structured format that can be easily understood and ab-
sorbed by service center engineers or customers. The struc-
tured information is called Intellectual Capital, or IC for 
short. IC can be used in the form of business rules that can 
be used by a production rule system to facilitate inference 
and reuse.  

The proposed IC mining model offers better categoriza-
tion of service request resolution data along with im-
proved specification and matching techniques. The pro-
posed work integrates rich semantics, advanced search 
with data mining and machine learning technologies. The 
goal of this work is to realize a usable, intelligent, and ef-
fective framework for IC mining. In particular, the contri-
butions of this paper are summarized as follows: 

1. We propose an online search and classification 
model to mine IC. This approach overcomes the ex-
isting problems of knowledge discovery in service 
centers, namely (1) cold start, i.e., unable to solve 
the never-seen-before problems, and (2) difficult to 
integrate up-to-date new information.   

2. We design algorithms to utilize the enterprise’s on-
tology to guide search and data analysis leading to 
better performance. 

1.4 Paper Organization 

The rest of the paper is organized as follows. Section 2 
gives an overview of the system architecture. Section 3 de-
scribes the details of our methodologies. Section 4 presents 
a use case of the proposed mechanism. In Section 5, we 
evaluate the proposed methods and show the effectiveness 
of this model with a comprehensive set of experiments. Re-
lated work and concluding remarks are provided in Sec-
tions 6 and 7, respectively. 

2 SYSTEM ARCHITECTURE 

2.1 Overview 

Fig. 1 shows the architecture of the proposed IC mining 
system. It consists of two major components, namely fed-
erated IC search engine and ontology-enhanced classifier. 
A predefined enterprise ontology is used in both compo-
nents to improve the system performance. The working 
process of the system is as follows:  To create IC of a par-
ticular topic, the service center engineer needs to input set 
of keywords to the integrated search engine to search for a 
particular problem. Keywords can be expanded with se-
mantically-related concepts to disambiguate and refine the 
query.  Relevant documents and Web pages retrieved by 
the search engine will go through the classifier’s prepro-
cessor to make the data machine learning ready. Prepro-
cessed data then will be fed to the classifier to get classified. 
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To improve the performance of the classifier, again, enter-
prise ontology is applied to guide the classification pro-
cess. The classified results (IC, text fragments) will be pro-
vided to the engineers for verification and summary. Fi-
nally, the engineers verify/edit the final IC and store it in 
the IC repository. The detailed workflow of the system is 
explained in Section 4. 

We leverage the complementary strengths of humans 
and computer software to solve the knowledge discovery 
and management task more efficiently. By providing a 
friendly interface for user feedback in areas such as prob-
lem definition, query refinement, results evaluation and 
verification, we can continuously capture engineers’ 
knowledge and incorporate that into the searching and 
learning system to optimize the result. 

2.2 Enterprise Ontology 

We utilize semantic web technologies, in particular on-
tology, to add domain knowledge to unstructured infor-
mation to enable more accurate and intelligent knowledge 
management. Defined as “specifications of a shared con-
ceptualization of a particular domain”, ontology [31] pro-
vides a shared and common understanding of a domain 
that can be communicated among people and across appli-
cation systems, and thus facilitate knowledge sharing and 
reuse. Besides providing formal, machine-executable 
meaning on concepts, ontology supports inference mecha-
nisms that can be used to enhance semantic matchmaking. 
Moreover, ontology provides an adequate grounding for 
the representation of coarse- to fine-grained entities and is 
able to deal with the subtleties of different text. With the 
assistance of ontology, our mining tool can automatically 

infer relationships between important concepts thus ena-
bling accurate knowledge extraction and organization.  

Enterprises in different domains should use their own 
domain ontologies that represent important concepts and 
relationships in their business, such as products, technolo-
gies, and customers. The proposed IC mining mechanism 
does not depend on any particular ontology. As an exam-
ple, in our project we have exploited an ontology provided 
by Cisco, which contains Cisco’s core background 
knowledge including Cisco products, Cisco networking 
solutions, and Cisco technologies represented in 
RDF/OWL [32]. The ontology was designed by Cisco ex-
perts. It includes 9901 entities in which 1476 classes and 
8425 instances. Fig. 2 shows part of the high-level ontology.  

The main semantic relationships we have utilized in-
clude: (1) the hierarchical relationship between classes. For 
example, from the root to the leaf branch of the ontology 
tree we have ‘Cisco Products’->’Switches’->’LAN 
Switches’>’Cisco Catalyst 5000 Series Switches’. These spe-
cialization/generalization relationships correspond to 
what we know as IS-A relationship resulting in a hierar-
chical arrangement of concepts. We should note that one 
class may have multiple super classes. (2) The type relation-
ship between a particular class and its corresponding in-
stances. For example, ‘Cisco Analog Station Gateway’ has 
type ‘Voice Gateways’ and ‘RIP v2’ has type ’IP Routing’. (3) 
Important object properties which specify the high level 
properties between concepts. For example, in our ontol-
ogy, ‘Product has network solutions’ and ‘Product has technol-
ogy’ are two such kind of properties. 

2.3 Semantics-Assisted Federated Search Interface 

Instead of letting users search multiple sources to get 
relevant information, we have implemented a single feder-
ated search interface for different information sources, 
such as the Internet, the enterprise’s Intranet, and the en-
terprise’s social network sites to get IC-relevant webpages 
and documents.  We use Google’s custom search API and 
the enterprise’s social network API to facilitate the search. 
As we know the users of the search engine would be engi-
neers of the service center, we can roughly predict the 
kinds of things they might search for based on the indus-
try, objective and relevant technology. For example, a ser-
vice center that supports a Network Operations Center 
(NOC) would likely be interested on how to configure dif-
ferent routing protocols on various router models. There-
fore, we can anticipate and expand their queries to help us-
ers refine, specify, and disambiguate their queries, thus 
finding results that are the most relevant.  

The query refinement and expansion are performed 
based on the enterprise ontology. For this purpose, we 
have proposed a Semantic Entity Recognition (SER) and 
Semantic Entity Expansion (SEE) algorithm to locate and 
expand important entities appeared in the query. The de-
tailed algorithm description is presented in Section 3.1. Fig. 
3 illustrates an example about how a query is expanded 
with all of its semantic meanings and related concepts, and 
how users can use the expansion to refine and disambigu-
ate their queries.  The details of this example is illustrated 
in Section 4.  
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Fig. 1. IC mining system architecture 
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2.4 Semantics-enhanced Multi-level Classifier 

The search results returned by the federated search en-
gine include web pages and documents. Although the re-
sults are relevant to the query, they contain a massive 
amount of irrelevant and noisy information. Users, nor-
mally, would have to read these web pages and documents 
to understand the content, and then manually find the an-
swers of the query by themselves. This process is very time 
and energy consuming. Therefore, it is not enough to find 
and direct users to the best place containing the desired in-
formation. The specific part of the information contained 
in the source must also be extracted. Moreover, the ex-
tracted information needs to be shaped into a powerful 
and compacted representation that can be easily under-
stood and absorbed by the service center engineers. For 
this purpose, we have to understand the information needs 
of the service center engineers.  

In our project, we surveyed service engineers and net-
work consulting engineers. To understand the problem 
and provide solutions to service requests, engineers nor-
mally need to know the following information related to 
the problem: the problem/criteria, the impact, and the recom-
mendation. Criteria is the principle or standard by which the 
problem or the service request may be judged or decided. 
Impact is the influence caused by the problem. The recom-
mendation is the suggestions to solve the problem.  These 
three types of information form the IC content in our pro-
ject. For different enterprises, the IC format can be slightly 
different. For example, some service requests need trouble-
shooting information.  

Based on the above observation, we model our IC min-
ing problem to a multi-level classification problem. In par-
ticular, we have a set of training documents D={D1, …, Dn}, 
such that each document is a webpage identified by an 
URL. For a particular document D, it is composed of a set 
of paragraphs D= {P1…Pm}. For each paragraph Pi in a doc-
ument D, a class value is drawn from the set of different 
discrete values. For a given test document instance for 
which the paragraphs’ class labels are unknown, the train-
ing model is used to predict the class labels for this in-
stance. At the first level of classification, we identify noise 
such as white paper directories, table of contents, and so-
cial network signatures. In this level, a class value is drawn 
from a set with two values “noise” and “non-noise”. After 
noise is identified and removed, at the second level of clas-
sification, we distinguish IC-relevant paragraphs from IC-
irrelevant paragraphs by classifying paragraphs as either 
“IC-relevant” or “IC-irrelevant”. At the final level, IC-rele-
vant paragraphs are further classified as “criteria”, “im-
pact”, and “recommendation”. We present the detailed clas-
sification process in Section 3.2. 

3 METHODOLOGY 

In this section, we present the major methods/algo-
rithms we proposed to support the functionality of the IC 
mining system.  

3.1 Semantic Entity Recognition and Extension 

3.1.1 Semantic Entity Recognition 

To figure out the semantic meaning of a query or a para-
graph of text, we need to identify the important entities ap-
peared in the query or text, and then expand them with 
their semantics meaning. As query is a special kind of text, 
the algorithm used in extracting semantic entities from a 
paragraph of text can be applied to extracting entities from 
queries with minor changes. Therefore, in this section we 
present semantic entity recognition from paragraphs of 
text. 

Pre-processing is performed on the text before extract-
ing entities. First the text documents are cleaned from any 
unnecessary information such as the surplus "clutter" (boil-
erplate, templates) around the main textual content of a 
web page boilerplate content extractor [52]. And then data 
is segmented into sentences. We have used the Punkt sen-
tence segmenter proposed by Kiss et al [1] to segment sen-
tences.  Afterwards, a tokenizer is used to divide text into 
a sequence of tokens, which roughly correspond to 
"words". We adopted Penn Treebank Tokenization [2] to 
perform this. Some of the most common short function 
words, such as “the”, “a”, “is”, “which”, are useless in text 
analysis. We remove these words from the text to reduce 
the data size.  Stemming, the process of reducing a word to 
its root or simpler form by removing inflectional endings, 
is also performed. To avoid over stemming errors (for ex-
ample, for some named entities, we do not want to stem 
them and leave them into some meaningless state) we 
adopt the Improved Porters Algorithm [34] to refine the 
existing stemming algorithm. 

 

Fig. 2. Part of the domain ontology used in this work 
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The enterprise’s domain ontology is used to direct the 
entity extraction process. For service centers, domain 
knowledge is often codified in the form of specialized lex-
icons and ontologies. Text contents from the Internet, on 
the other hand, are in the form of unstructured notes. Us-
ing domain knowledge to locate semantic entities recorded 
in such form presents a challenging problem.  This prob-
lem cannot be solved by traditional Named Entity Recog-
nition (NER) approaches. Traditional NER works to iden-
tify all textual references of named entities – noun phrases 
referring to specific individuals like persons, organiza-
tions, location and so on. NER systems can utilize different 
techniques to identify and extract entities, such as gram-
mar based entity detection [3-4], statistical named entity 
recognizer [5] and gazetteer based entity recognizer [6]. 
Most of the existing NER approaches do not consider the 
usage of the ontology as a reference. Since entities in the 
ontology are represented as strings, the ontology-guided 
named entity extraction problem can be modeled as a 
string matching problem, as proposed in [35]. More chal-
lenging is that the form of a named entity in free text can 
vary substantially from its ontology version. For example, 
the semantic entity ‘Cisco Catalyst 5000 Series Switches’ in 
the ontology might be referred to as ‘Catalyst 5000’ or ‘Cat-
alyst 5000 Switches’ or even ‘5000 Series’ in the text. There-
fore, this problem is to extract semantic entities from text 
which is informal or otherwise prone to noise and errors.  

There have been multiple research works proposed on 
proximate string matching [35, 48, 49, 50]. The most popu-
lar and effective approaches are based on comparing the 
edit distance between strings. Edit distance between two 
strings is the number of deletions, insertions, or substitu-
tions required to transform source string into target string. 
Edit distance can effectively capture typographic errors, 
words with alternative spellings, and does not rely on the 
separation of word boundaries [35]. Therefore, edit dis-
tance with its variants (such as Levenshtein distance, 
Damerau-Levenshtein distance, Jaro-Winkler distance) 
have been wildly used in string matching and comparing.   
A serious problem of existing approaches using edit dis-
tance is the significant computational cost, especially for 
matching long strings.   

To address this problem, we propose a simplified entity 
extraction algorithm based on the special usage of enter-
prise service center terminologies. The basic strategy is to 
maximally reduce search space and search complexity. We 
first choose possible candidate strings to do matching. 
Then we decompose the candidate string to single words, 
and match the words with the given ontology. Afterwards, 
another round of scan is performed on matched words to 
combine them back to phrases. A modified edit distance-
based algorithm is devised to measure the relevance of the 
phrase to ontology concept with a single word as a unit for 
allowable edit operations. This approach avoids applying 
expensive edit distance matching on long strings, thus dra-
matically reduces the performance cost and simplify the 
complexity.  

In order to efficiently search ontology content, we cre-
ated an inverted index over the ontology, which associates 
each semantic entity (class, and instance) with a set of 

terms of lexical representations. Specifically, the keywords 
associated to each ontology entity are extracted from the 
standard ontology meta property rdfs:label. We remove 
some common keywords before indexing. An example of 
the generated inverted index is shown in Table 1, where 
each keyword is associated to one or several ontological 
entities. The ontological entities are uniquely identified by 
the identifier of the ontology. These indices are used to 
identify potential ontological entities that can be associated 
to a particular keyword.  

In this algorithm, the longest multi-word expressions 
that appear in the text are mapped to the most specific con-
cepts in the ontology. Firstly, we apply the part-of-speech 
(POS) procedure [53] to tag the documents. POS tagging is 
used as the basis for extracting higher-level structure – 
phrases. As ontology concepts are typically symbolized in 
text within noun phrases, we only consider noun phrases 
for potential ontological entities. In this way, we dramati-
cally reduce the problem space.   

Secondly, for tokens (corresponds to terms/words) ap-
peared in noun phrases, we use the inverted index to 
search the semantic entities associated to the tokens. If 
there’s a hit, we will tag the word with the entity ID. We 
should note that for one word, it may belong to multiple 
ontology concepts. In such case, we tag the word with IDs 
of all associated semantic concepts. For example, word 
‘Catalyst’ appears in multiple concepts of the ontology 
such as ‘Catalyst 5000 Switch Series’ or ‘Catalyst 6000 
Switch Series’.   

Thirdly, after we have finished the keyword-entity 
matching and tagging phase, we try to identify potential 
semantic entities in the document. This is done by scanning 
the tags of the terms in the same noun phrase: if multiple 
words in the noun phrase point to the same semantic en-
tity, they should be considered as belonging to the same 
entity. The rationale of this approach is based on the obser-
vation that some words tend to be omitted and the orders 
of the words may be switched in phrases used in the infor-
mal documents. For example, noun phrase ‘Catalyst 5000’ 
in the document would be mapped to the semantic entity 
‘Cisco Catalyst 5000 Series Switches’ in the ontology using 
this strategy.  

Lastly, we apply an edit distance-based algorithm to 
further verify if the extracted entities are really defined in 
the ontology. In this algorithm, we treat each word as a 
character in the original edit distance-based algorithms 
(for instance, Jaro-Winkler distance). In other words, a sin-
gle word is a unit for allowable edit operations. Then we 
employ this algorithm to evaluate the similarity of the ex-
tracted entity with the semantic entity defined in the ontol-
ogy. If their distance is less than a pre-defined threshold, 

TABLE 1 
KEYWORD-ONTOLOGY INDEX 

Keyword Ontological entities 

Access E2, E8 

BBSM E20 

…  

Catalyst E34, E35, E36… 
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the extracted entity is verified to be a legal semantic entity. 
Through these four steps, semantic entities are recognized.  
Algorithm 1 lists the detailed procedure.  

3.1.2 Semantic Entity Extension 

With semantic entities being identified, we attempt to 
further strengthen content representation through the use 
of conceptual abstraction; that is to augment the semantic 
representation of a document beyond a set of plain words. 
As it is possible that an extracted semantic entity may cor-
respond to multiple semantic entries in the ontology, we 
need to choose the most appropriate concept according to 
the document context using a disambiguation function.  
The basic idea of the disambiguation function is to com-
pare the semantic similarity between the context infor-
mation of the extracted entity with each of the related se-
mantic entity defined in the ontology and choose the most 
similar one. The semantic similarity is computed based on 
the semantic distance of the ontology graph. The details of 
the computation can be found from our previous work 
[54]. 

 We expand the identified entities with semantically rel-
evant entities based on the most important relationships 
defined in the domain ontology. There are multiple seman-
tic relationships that can be used. In our current implemen-
tation, we used two major relationships of an ontology: the 
hierarchical specialization/generalization (or IS-A) rela-
tionship and the type relationship between a particular 
class and its corresponding instances. To efficiently locate 
related concepts bounded by the aforementioned two rela-
tionships, we create two other inverse index tables, in 
which each keyword is associated with its corresponding 
super classes (or type class for individual objects). Exam-
ples of these indexing structures are shown in Table 2 and 
Table 3.   

For every ontological entity in the text, we will expand 
that entity with all of its ancestor concepts up to a maximal 
distance. Note that the distance parameter needs to be cho-
sen carefully as climbing up the taxonomy too far is likely 
to obfuscating the concept representation [24].  

With the semantic expansion implemented, we can en-
rich text with its semantic context. The enhancement of on-
tology may capture the semantics of the text and overcome 

the shortcomings of data analysis in the syntax level. For 
example, one document presents how to configure a 
router. While another document is about configuring a 
switch. Literally the words used in these two documents 
maybe quite different. However, if we expand entities of 
“router” and “switch” with their semantic ancestor entity 
“Network Device”, we can see that they are related.  

3.2 Semantics-enhanced Multi-level Classification 

In this section, we propose an ontology-enhanced clas-
sification approach.  

3.2.1 Ontology-guided Feature Selection 

Feature selection is very important for text classification 
due to the high dimensionality of text features and the ex-
istence of large amount of irrelevant features. A wide vari-
ety of methods have been proposed to determine the most 
important features of classification.  So far, most existing 
text classification systems have adopted the Bag-of-Words 
(BoW) model known from information retrieval. In the 
BoW model single words or word stems are used as fea-
tures and word frequencies or more elaborated weighting 
schemes, such as TFIDF, are used as feature values [15].  
The BoW model, however is restricted to detecting pat-
terns in the used vocabulary only, while conceptual rela-
tionships and domain knowledge remain ignored. For ex-
ample, multi-word entity, “catalyst 5000” is chunked into 
pieces with possibly very different meanings like “cata-
lyst” and “5000”. Using the BoW model, “catalyst 5000” 
and “switch” will be treated as totally different things alt-
hough semantically they are closely related.  

To address the aforementioned problem, we propose to 
identify ontological entities from text and then include the 
identified ontological entities and ontological relations as 
features. The semantic entity extraction and extension al-
gorithm presented in Section 3.1 can be used for this pur-
pose. In this way, semantic meaning of the feature will be 
preserved and classification would be more accurate. In 
particular, features that are considered for classification’s 
purpose include: the expanded semantic entities, the top n 
most frequent words, the type of the website where the 
document comes from, inclusion of query keywords, bag-
of-hint words, length of a paragraph, and relative location 

TABLE 2 
SUBCLASS-SUPERCLASS INDEX 

Ontology Entity Super Class 

E1 E3 

E2 E4 

…  

E10 E1, E7 

 

TABLE 3 
INSTANCE-CLASS INDEX 

Instance Type Class 

E12 E1, E6 

E18 E3 

…  

E29 E31 

 

Algorithm1 The semantic entity recognition (SER) algorithm 

Apply POS on the document  

for each noun-phrase in the document do 

for each token in the noun-phrase do 

        search token in the inverted index of keyword-ontology 

        if a hit is found then 

           tag the matched token  with the ontology entity’s ID i 

   end for 

   if multiple tokens have the same ID i then 

       merge them as a single entity  

   calculate the adapted edit-distance between the extracted     

   entity and the ontology entity identified by ID i 

   if distance<= threshold then  

 the extracted entity is a legal semantic entity     

end for  
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of a paragraph. For words and semantic entities, we use 
their presence, as opposed to a count. That is if the feature 
is present, the value is 1, but if the feature is absent, then 
the value is 0. Documents from different website should be 
distinguished. For example, social network discussions 
should be processed differently from whitepaper docu-
ments. A document, especially a whitepaper document 
may include multiple topics/sub-topics. IC-relevant prob-
lem may account for only a minor part of the document. 
Therefore, whether a paragraph contains query keywords 
should also be considered as a feature related to identify if 
a paragraph is IC-related. Also, words such as “problem”, 
“note”, “recommend”, “suggest” may hint that the corre-
sponding sentence is related to an IC category. 

3.2.2 Maximum Entropy Classifier 

We choose the maximum entropy as our implementa-
tion of the classifier, which has proven to produce effective 
text classification results [33].  The Max Entropy classifier 
is a probabilistic classifier which belongs to the class of ex-
ponential models [43]. Unlike the Naive Bayes classifier, 
the Max Entropy does not assume that the features are con-
ditionally independent of each other. This is particularly 
true in our case where our features are obviously not inde-
pendent. The main idea behind maximum entropy princi-
ple is that unknown model generating the sample data 
should be the model that is most uniform and satisfy all 
constrains from training data. 

Maximum entropy distribution is of the exponential 
form. The model is represented by the following:  

P(c|d)=
1

Z(d)
exp(∑𝜆𝑖

𝑖

𝑓𝑖(𝑑, 𝑐)) 

Z(d) is the normalization function which is computed as: 

𝑍(𝑑) = ∑exp(

𝑐

∑ 𝜆𝑖
𝑖

𝑓
𝑖
(𝑑, 𝑐)) 

In this formula, c is the class, d is the document, and λ is a 
weight vector. The weight vectors decide the significance 
of a feature in classification. A higher weight means that 
the feature is a stronger indicator for the class. The weight 
vector is found by numerical optimization of the lambdas 
so as to maximize the conditional probability. It can be es-
timated by an iterative way using algorithms such as Gen-
eralized Iterative Scaling (GIS) [25], Improved Iterative 
Scaling (IIS) [26], or LBFGS Algorithm [27]. We use the 
Stanford Classifier to perform MaxEnt classification. To 
train the weight, we have used conjugate gradient ascent 
and added smoothing (L2 regularization) [36].  

3.2.3 Multi-level Classification for Biased Data 

In a document containing IC, there is a huge dispropor-
tion in the number of IC-relevant paragraphs and IC-irrel-
evant paragraphs: on average the irrelevant information 
accounts for ten times as much as IC information. As most 
classifiers generally perform poorly on imbalanced data-
sets because they are designed to minimize the global error 
rate [40], the classifier tends to classify almost all instances 
as IC-irrelevant which is the majority class in our case. 
Here resides the main problem for imbalanced data-sets, 
because the minority classes, the IC, are the most im-
portant ones that are spread in a large group of majority 

classes. To address the issue of biased data, we propose a 
multi-level hybrid-sampling classification mechanism. 

At the first level of classification, we identify and re-
move noise information.  Then at the second level of clas-
sification, we distinguish IC-relevant information from IC-
irrelevant information. At this step, we apply two effective 
techniques, over-sampling [41] and under-sampling [42], 
to solve the class imbalance problem. In particular, we 
oversample the minority IC-relevant class samples and un-
der sample the majority IC-irrelevant samples until the IC-
relevant samples are not less than the IC-irrelevant sam-
ples. As illustrated in our experiments, this multi-level hy-
brid-sampling approach improves the classification per-
formance by increasing the precision and recall. After IC-
relevant data have been identified, we can further classify 
them to different IC categories. 

4 USE CASE 

Based on the proposed methodology, we have imple-
mented a pilot system – IC mining toolkit. The toolkit in-
cludes an IC search engine, an auto (and manual) IC Ex-
tractor (the classifier), and an Ontology manager. Figures 
3, 4, and 5 are screenshots of these system components. The 
toolkit is being used and tested in the Cisco service center.  

To use the system, engineers need to identify IC prob-
lems through feeding a set of keywords to the IC search 
engine. For example, in Fig. 3 the keywords used are “cisco 
7200”. The query can be semantically expanded with all re-
lated concepts and relationships. This would help the users 
to narrow down the IC problem and refine the query. For 
example, after clicking the “Semantically Extend Query” 
button, the pop-up window (at the right side of Fig. 3) lists 
all of the concepts and relationships related to “cisco 7200”. 

 

Fig. 3. Screenshot of IC search engine with semantic query extension 
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The user can use the check box to select the most appropri-
ate concepts/relationships to expand the query. After the 
user clicks the “Search” button, the federated search en-
gine searches the query from multiple data sources (in our 
case, including the Internet, the Cisco Intranet and Social 
Network sites). The user can manually choose search re-
sults for next step knowledge mining, otherwise the sys-
tem will automatically pick the top k results to extract IC. 

Fig. 4 is the screenshot of IC extractor (classifier). The IC 
extractor shows the user how IC is extracted from the orig-
inal text. As shown in Fig. 4, different categories of IC are 
highlighted with different colors in the left panel. The ex-
tracted IC is displayed in the right panel.  We provide users 
a friendly interface to correct/revise the extracted IC. The 
user can add IC by selecting and highlighting the appro-
priate text from the left panel. The selection will be auto-
matically displayed in the right panel. Also, the user can 
remove an extracted IC.  

We also provide users an interface to manage (add, re-
move, and edit) their enterprise ontology. As shown in Fig. 
5, users can manage class, properties, and individuals 
through this interface. The ontology is saved in OWL/RDF 
format. 

5 EVALUATION 

In the first set of the experiments, we evaluated the per-
formance of the Semantic Entity Recognition (SER) algo-
rithm. The semantic entities extracted were compared 
against manually pre-detected entities in each document. 
The algorithm were evaluated using recall and precision 
measures. The results are illustrated in Table 4. The defini-
tion of recall and precisions are defined as follows: 

 
 
  

 
As describe in Section 3.1.1, it is possible that an ex-

tracted entity may correspond to multiple semantic entities 
defined in the ontology. In the entity extraction phase, we 

 

Fig. 4. Screenshot of IC extraction interface 

 

Fig. 5. Screenshot of ontology management interface 

 

TABLE 4 
PERFORMANCE OF THE SER ALGORITHM 

 1-Word  2-Word 3-Word 4-Word 

Precision 98.1% 100% 100% 100% 

Recall  96.3% 94.5% 94.4% 88.9% 

||

||

ntitiesretrievedE

ntitiesretrievedEtitiesrelevantEn
precision




||

||

titiesrelevantEn

ntitiesretrievedEtitiesrelevantEn
recall
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do not determine which semantic entity among the multi-
ple candidates in the ontology is most relevant to the ex-
tracted entity (we will determine that in the entity exten-
sion phase). Therefore, as long as a semantic entity defined 
in the ontology is extracted from the source text, we count 
it as a “relevantEntity”.  From Table 4, we can see that the 
SER parser achieves almost perfect precision and good re-
call for various lengths of semantic entities. Because all of 
the noun phrases retrieved are matched and further veri-
fied with the enterprise ontology, the parser gets perfect 
precision. The recall rate is mainly impacted by the POS 
tagger used. 

The proposed SER algorithm is a simplified algorithm; 
while the simplification does not noticeably impair the pre-
cision of the system thanks to the special usage of semantic 
entities in the knowledge sources. The form of a named en-
tity in our knowledge sources can vary from its ontology 
version. However, the major variations include world-
level insertion, deletion, substitution, and permutation. All 
of these variations can be effectively captured by the pro-
posed algorithm.  

In the next set of experiments, we evaluated the perfor-
mance of the classifier. The data set includes 83 configura-
tion Best Practice use cases that have been manually tagged 
by human experts. The original documents are returned by 
the IC search engine. After pre-processing, human experts 
read the documents and tag each paragraph of the docu-
ments as one of unrelated, criteria, impact, and recommenda-
tion. The category of criteria is termed “BP problem” in the 
toolkit. 

Feature candidates include extended semantic entities, 
top words, type of websites, query keywords, length of the 
paragraph, relative location of the paragraph, and the bag-
of-hit words. The classifier model then uses these features 
to determine the class label for a particular paragraph. 
Each data set has two tab-separated columns where first 
column indicates the class label of a paragraph and the last 
column is a comma-separated feature set for that para-
graph. Our model also maintains a property file containing 
several parameters to tune the model: adjust different var-
iables of the classifier (such as regularization, convergence 
tolerance for parameter optimization, smoothing method) 
for performance optimization.  

After choosing an initial feature set, a productive 
method for refining the features is called error analysis. At 
first, a development set containing the corpus data is se-
lected to create the model. This development set is then 
further divided into the initial training set and the devel-
opment test set; the former set is used to build the model 
and the later one is used for error analysis. We split the de-
velopment set with a random partition of 80% data in ini-
tial training set and the rest 20% is the development test 
set. 

To evaluate the effectiveness of the proposed system, 
we investigated how this toolkit improves the productivity 
of the Best Practice IC extraction for service request resolu-
tion. We compare the average time used for extracting IC 
related to a particular topic manually and with the assis-
tance of our IC mining toolkit. In the manual IC mining 
process, engineers input the IC topic in terms of a set of 

keywords to search engines and Cisco internal search 
tools. Then the engineers read and understand the docu-
ments or webpages extracted by the search engines. Next 
they record (copy/paste) related information regarding 
“criteria”, “impact”, and “recommendation” of the prob-
lem to a document. And finally they can summarize the IC 
based on the recorded information.  With the assistance of 
the IC mining tool, the engineers simply input the key-
words to the toolkit and relevant information categorized 
as “criteria”, “impact”, and “recommendation” will be au-
tomatically returned to them. For incorrect or incomplete 
knowledge, the engineers can use our tool to highlight the 
documents/web pages to correct the returned IC.  

Fig. 6 plots the processing time in these two scenarios to 
solve the same set of problems. We can see that our tool 
dramatically reduce the response time. We must note that 
we have already included the time used to correct the in-
accurate IC returned by the toolkit. Fig. 7 compares the in-
formation load of manual and automatic IC mining. The 
information load is computed as the number of paragraphs 
users have to read or considered to solve a problem. Again, 
if the paragraphs returned by the tool is not right, we 
would add all paragraphs the engineers manually pro-
cessed.  

We conducted experiments to evaluate the performance 
of the IC mining classifier using different feature sets. The 
feature set includes:  frequent words (W), extended seman-
tic entities (S), inclusion of query keywords (K), type of 
website (T), length of paragraph (L), and relative location 
of the paragraph (R). Our goal is to determine whether in-
corporating semantically extended entities and other fea-
tures help improve the performance. For measuring the 
performance, we use macro-averaged F1, accuracy, preci-
sion, recall, which are defined as follows: 

 

Fig. 7 Comparison work load of auto and manual IC extraction 

 

Fig. 6 Comparison of processing time of auto and manual IC ex-
traction 
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𝑟𝑒𝑐𝑎𝑙𝑙 = 
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑁 + 𝐹𝑃 + 𝑇𝑁
 

𝑚𝑖𝑐𝑟𝑜 − 𝑎𝑣𝑔.𝐹1 = 
𝑇𝑃

𝑛𝑢𝑚
 

𝑚𝑎𝑐𝑟𝑜 − 𝑎𝑣𝑔. 𝐹1 = 
2 × 𝑟𝑒𝑐𝑎𝑙𝑙 × 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

𝑟𝑒𝑐𝑎𝑙𝑙 + 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
 

All these measurements are being calculated using the 
confusion matrix in Fig. 8 based on two possible outcomes: 
positive (p) and negative (n). To conduct the experiment, 
we take an average of 10 runs by shuffling the dataset. We 
have used 10 folds cross validation by subdividing the 
original dataset. For all these folds we got similar results 
which indicates the stability of the score. A summary of 
these performance measurements for the above mentioned 
feature sets can be found in Table 5. The findings in this 
table clearly indicates that semantic entities improves per-
formance and the combined feature set performs best as 
compared to others. 

Fig. 9 shows how under-sampling improves the classi-
fication performance on imbalanced data. The figure illus-
trates the performance under different ratio of IC-relevant 
samples and IC-irrelevant samples. As can be seen from 
the figure, the first set of data (labeled as “none”, which 
means no under-sampling has been applied) has very high 
accuracy but low precision and recall.  This is because that 
the classifier try to minimize the global error and classify 
more instances as IC-irrelevant which is the majority class 
in our case. We then under-sampled the majority IC-irrel-
evant paragraphs. Although the accuracy decreases, the 

precision and recall increases as we under-sample the ir-
relevant data.  The precision and recall rate are more im-
portant than the accuracy in our project, as false positive 
(classifying irrelevant data to relevant) is acceptable for us, 
but  false negative (classifying relevant data as irrelevant) 
is not. 

6 RELATED WORK 

Enterprises have realized the importance of using their 
knowledge assets to provide better customer service. As 
Rasooli et al. pointed out, there are different sets of factors 
involved in the process of knowledge management of call 
centers and service centers, including knowledge acquisi-
tion, knowledge generation, knowledge distribution, 
knowledge adaptation and knowledge utilization [7]. 
Based on these factors, using a case study approach, an ab-
stract high-level knowledge management model for call 
centers was proposed [7].  In [8], the authors described a 
SVM-based call-type classification and acoustic modeling 
for speech recognition in the context of a telephone-based 
call center corpus. In [9], researchers present a knowledge 
discovery framework using a service oriented architecture 
(SOA) designed with the primary goal to ease usage for 
non-knowledge discovery experts. They gave high-level 
guidelines on the development and application of the pro-
posed framework. In their work of knowledge extraction 
and reuse within service centers [10, 11], the researchers 
proposed a text analytics system which includes hierar-
chical classifier and a recommender. The classifier would 
classify service center requests to well-defined categories, 
namely what, why, and how. The recommender will rec-
ommend previously solved solutions to similar requests. 
Although these knowledge management systems have 
been proposed and designed, none of them can effectively 
address the challenges we mentioned previously, such as 
dealing with very dynamic social media and never-seen 
service requests. In addition, most existing researches do 

 

Fig. 9. Classification Performance with Different Under-sampling rate 

 

Fig. 8. Confusion Matrix. 
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TABLE 5 

FPERFORMANCE MEASUREMENTS FOR DIFFERENT FEATURE SETS - 10 FOLDS CROSS VALIDATION 

Feature Set Micro-avg. F1  Macro-avg. F1 Accuracy Precision Recall 

W 0.74 0.61 0.76 0.66 0.58 

W+S 0.8 0.71 0.8 0.73 0.68 

W+S+K 0.81 0.72 0.81 0.73 0.7 

W+S+K+T+L+R 0.82 0.73 0.82 0.74 0.72 
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not consider domain knowledge of the enterprise. 
Researchers have proposed and developed ontology-

based knowledge management systems to enable efficient 
information sharing and reusing, as ontology can effec-
tively handle the information heterogeneity issues in dif-
ferent data sources.  For example, in [14] Fernández et al. 
proposed an innovative, comprehensive semantic search 
model by utilizing ontologies. This model extends the clas-
sic information retrieval model, addresses the challenges 
of the massive and heterogeneous Web environment, and 
integrates the benefits of both keyword and semantic-
based search. Similarly, in [15] G. Rong et al., developed an 
ontology-based information retrieval system to manage 
and retrieve non-metallic pipe knowledge of oilfield.  A. 
Uszok et al. [13] proposed to use a global ontology to man-
age knowledge in coalition environment domain. In [17], an 
ontology-based knowledge management approach for E-
Learning systems was presented. The approach also inte-
grated data quality component. The authors of [18] de-
scribes an ontology-based method for forest knowledge 
management. As surveyed in [16], ontology has been 
widely used for knowledge discovery and sharing in bio-
informatics and medical informatics.  

Several approaches have been proposed to classify or 
annotate documents based on pre-defined categories, do-
main knowledge or ontology.  [19] presented an approach 
that uses Yahoo!-Categories as a concept hierarchy in order 
to classify documents using an n-gram classifier. In [20] the 
authors have presented a search system that uses linguistic 
ontologies (in particular Multiwordnet [37]) to classify 
search results online in order to disambiguate result sets 
with respect to given search terms. Their classification ap-
proach is simply computing the cosine similarity between 
the search results and the multi-senses returned from the 
linguist ontology of the keyword. A similar approach was 
also used by Cheng et al. [21]. In their work, they utilized 
WordNet to classify search results. In [22], the authors ex-
pand words in a document with the words’ synonyms de-
fined in WordNet, and they claimed this expansion would 
improve classification accuracy. The authors did not ad-
dress the issue of how to expand words with multiple se-
mantic meanings. Suganya et al. proposed a two-level rep-
resentation model to represent text data, one is for repre-
senting syntactic information using tf-idf value and the 
other is for representing semantic information using Wik-
ipedia [23]. Three SVM-NN classifiers are applied on the 
syntactic level, the semantic level, and the combined result 
of the two previous classifier respectively. All of these ex-
isting classification approaches work on the single lexicon 
level, without considering multi-word semantic entity, 
noise, and even mistake information. Our approach effec-
tively solved these problems. 

7 CONCLUSIONS 

To help enterprise customer centers resolve service re-
quests and expedite the time to resolve cases using online 
data, we propose an efficient knowledge management 
module to transform the mountain of data into reusable 
knowledge or Intellectual Capital (IC). In this module, the 

service resolution problem was modeled as an online 
search plus classification problem. In particular, data will 
be collected from the enterprise data repositories and the 
Internet using a custom search engine. Then the search re-
sults will be pre-processed and classified to extract IC. A 
novel classifier was presented, which utilized the enter-
prise domain ontology to direct the classification process. 
Experimental results show that the ontology guided-clas-
sifier dramatically improve the system performance. This 
model offers better categorization of service request reso-
lution data along with improved specification and match-
ing techniques. A pilot system based on the proposed strat-
egy has been used in real enterprise service centers. It ef-
fectively improves the service engineer’s performance and 
increases the amount of reusable knowledge. 
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