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Recognition System for Home-Service-Related Sign
Language Using Entropy-Based K-Means

Algorithm and ABC-Based HMM
Tzuu-Hseng S. Li, Member, IEEE, Min-Chi Kao, and Ping-Huan Kuo

Abstract—This paper presents a recognition system for under-
standing the words of home-service-related sign language.
Because the data received from a sensor are sequential, the
hidden Markov model (HMM) that has been successfully applied
to speech signals is chosen as a classifier. However, the number of
states in the HMM model should be decided upon first before con-
structing the HMM classifier. To solve this problem, an entropy-
based K-means algorithm is proposed to evaluate the number
of states in the HMM model with an entropy diagram. Four
real datasets are utilized to verify the developed entropy-based
K-means algorithm. Moreover, a data-driven method is given to
combine the artificial bee colony algorithm with the Baum–Welch
algorithm to determine the structure of HMM. The database con-
tains 11 home-service-related Taiwan sign language words and
each word is performed ten times, five males and five females
are invited to perform such words. Finally, the recognition sys-
tem is established by 11 HMM models, and the cross-validation
demonstrates an average recognition rate of 91.3%.

Index Terms—Artificial bee colony (ABC) algorithm, entropy-
based K-means algorithm, hidden Markov models (HMMs),
Taiwan sign language (TSL).

I. INTRODUCTION

OVER the past decades, a considerable number of studies
have been conducted on the interaction between humans

and robots [1]–[5] or the environments [6]–[9]. However, this
communication framework has been limited to a normal
human who can speak to the robot directly. But there are some
hearing-impaired people who cannot order the robot, using the
spoken word, to serve them. This issue has encouraged us to
develop a communication system for the hearing impaired so
that the home-service robot can also assist them in their daily
lives at home.

Deaf people use deaf sign language to communicate with
each other. As with spoken language, each country has its
own deaf sign language. There have been many studies on
the recognition of deaf sign language, for example, Taiwan
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sign language (TSL) [10], American sign language (ASL) [11],
British sign language [12], Italian sign language [13], Chinese
sign language (CSL) [14], Korean sign language [15], and
Arabic sign language [16].

Many researchers have proposed an application for sign
language recognition. Chiu et al. [17] proposed a method to
translate CSL to TSL and then synthesize sign videos. The
grammar of sign language for deaf people is different from that
of the spoken language or written language for hearing people.
Wu et al. [18] proposed a Predictive Sentence Template (PST)-
based language model to translate sign language into written
language. These applications help hearing people to communi-
cate with deaf people. Another application is translating sign
language into sound. Hernandez-Rebollar et al. [19] applied
hidden Markov models (HMMs) and neural network to trans-
late isolated gestures of ASL into spoken and written words.
Liang and Ouhyoung [20] developed a gesture recognition
system to help the hearing impaired as well as the speak-
ing impaired. Their system can translate ASL to speech.
Gao et al. [21] constructed an interesting system, HandTalker,
which can help deaf people make connections between gesture
language and spoken language.

There are many sensors that can be used to acquire sign
language data. According to the characteristics of the sensor,
the collected data type is also different. The most frequently
used sensor is the vision-based sensor, which can capture an
image and analyze the movement trajectory of hands and
facial expressions. Habili et al. [22] proposed a universal
color-model and used motion cues to segment the face and
hands from the sign language video sequence. Reference [23]
extracted the videos and audio features to recognize human
actions in realistic scenarios. Reference [24] extended vision-
based solutions to recognize continuous signing. Vision-based
approaches are natural and cost less when compared with
glove-based approaches, which are the most expensive ones.
However, vision-based approaches require great effort when
removing the influences from the environment, these algo-
rithms are relatively more complicated, and the computational
load is also large.

Data gloves can acquire the most useful and precise data.
Mehdi and Khan [25] first applied data gloves to sign language
and translated ASL into an English sentence. Fang et al. [26]
did excellent work; they solved the large vocabulary continuous
sign problems by using data gloves. These gloves can acquire
information on the structure of each finger and the position and
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Fig. 1. AHRS sensor.

orientation of both hands. Although data gloves can acquire
a lot of useful information, the cost is high.

The latest novel sensor is electromyogram (EMG),
which can capture the activation signals of a muscle.
Kosmidou et al. [27] proposed a method to extract 16 fea-
tures from the EMG signals and evaluate their efficiency in
ASL. Another often used sensor is micro-electro mechanical
system (MEMS) accelerometers (ACCs). Bui and Nguyen [28]
developed a device based on ACCs, which can recognize
Vietnamese sign language. Some researchers combined the
ACCs and EMG sensor to acquire more useful information
at a lower cost when compared with that of data gloves.
Kosmidou and Hadjileontiadis [29] acquired data from five-
channel surface EMG and 3-D ACC from the signer’s
dominant hand to recognize isolated signs of Greek sign lan-
guage. The mean classification accuracy was more than 93%.
Zhang et al. [30] demonstrated the complementary functional-
ity of ACC and EMG sensors and then detected the intensity
of the EMG signals to detect the start points and end points
of the meaningful gestures.

Another special sensor, the x-io sensor, can be run in Inertial
Measurement Unit (IMU) mode or Attitude and Heading
Reference System (AHRS) mode. In the IMU mode, the yaw
angle will drift over time because the sensor only utilizes the
gyroscope (Gyro) and ACC to measure the angular velocity
and acceleration in each axis, and these values cannot com-
pensate for the drift of the yaw angle. However, in the AHRS
mode, the sensor utilized the magnetometer to calibrate the
yaw angle. In this paper, we adopt x-io, which runs in AHRS
mode, to acquire more accurate angular velocity, accelera-
tion, and Euler angles in each axis when the hand moves.
The Euler angle information helps us to know the orientation
of the hands. Utilizing the AHRS sensor has the advantage
that people do not need to stand in front of the vision-based
recognition system and can call the home-service robot even
if the robot is not in the sample place with the people. The
equipment for the experiment is shown in Fig. 1.

Many approaches are submitted to recognize sequential
data. Dynamic time warping (DTW) and longest common
subsequence (LCS) are two methods, which can serve as the
metric for similarity of sequential data. Lichtenauer et al. [31]
combined the statistical DTW and quadratic classification on
Discriminative Features Fisher mapping classifier to recog-
nize Dutch sign language, with an average accuracy of 92.3%.
Reference [32] utilized the LCS approach to recognize user-
defined gestures, and humans can communicate with the robots
via gestures. However, DTW-based and LCS-based methods
are only suited for small datasets since they apply template-
matching techniques to measure the similarities between the

input data and the sequences in the dataset. If the number of
sequences in the dataset is very large, the computation will
take a lot of time.

Comparing DTW and LCS, another approach is to construct
a classification model. Reference [33] indicated a hierarchi-
cal change detection test, which coupled with K Nearest
Neighbor (KNN) and Support Vector Machine (SVM), is an
appropriate tool for processing and classifying sequential data.
Different from DTW and LCS that do not need to construct
a model, the classification model spends a lot of time training
a classifier in the training phase, but the recognition result can
be obtained quickly in the testing phase. Vamplew [34] devel-
oped a sign language recognition system using neural network.
However, the most popular classifier to recognize sequential
data is HMM [35]–[37], which can model the data variation
with time. Fang et al. [38] merged the decision trees and
a self-organizing feature maps/HMM (SOFM/HMM) classifier
to recognize CSL. SOFM, which serves as an implicit different
signers’ feature extractor for continuous HMM, is proposed as
a special component of a fuzzy decision tree to get the final
results at the last leaf nodes. In recent years, many researchers
have also proposed certain kinds of knowledge-based HMM
structures in many applications. Bouchaffra [39] proposed
conformation-based HMMs, which can obtain the shape infor-
mation from visible observation sequence to identify a human
face. Antwarg et al. [40] built a tree whose node has the
same structure as HMM but with different transition probabil-
ities. The researcher called this algorithm an attribute-driven
HMM tree. The algorithm is used to discover the relevant
attributes and is tested by two real datasets, a Web applica-
tion, and a mobile application dataset. Wu et al. [41] developed
a two-level hierarchical alignment-based semicoupled-HMM
to determine an optimal emotional state and this model can
be used to construct an audiovisual emotion recognition sys-
tem. Li et al. [42] applied particle swarm optimization to
learn the HMM parameters and tested this classifier through
the University of Central Florida human action dataset [43],
which consists of 60 instances of common activities performed
in an office environment including seven classes: 1) open
door (18 instances); 2) pick up (21 instances); 3) put down
(17 instances); 4) close door (four instances); 5) erase board
(four instances); 6) pour water into cup (three instances); and
7) pick up object and put down elsewhere (eight instances).

In this paper, we apply the entropy index to evaluate the
number of states in each HMM and then learn the structure
of the HMM using the artificial bee colony (ABC) algorithm.
The overall recognition system is shown in Fig. 2, where the
classifier is tested by a home-service dataset, which consists
of 11 TSL words with 1100 data. The major contributions of
this paper are as follows.

1) Constructing a recognition system that can realize
11 home-service-related words of TSL.

2) Proposing a visualization method with entropy diagram,
which can be served as a reference to evaluate the
number of clusters in the dataset.

3) Presenting a novel method that combines the
Baum–Welch algorithm with ABC algorithm to deter-
mine the structure and train the parameters of HMM.
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Fig. 2. System diagram of TSL Recognition.

This paper is organized as follows. In Section II, the pre-
processing filters, principal component analysis (PCA), and
entropy-based K-means algorithm of the sequence data are
introduced. The model construction of recognition system for
home-service-related TSL is described in Section III. Daily
home-service sign language words used in this paper are
shown in Section IV. In Section V, the experiments with
entropy-based K-means algorithm and HMM classifier are
presented to illustrate the effectiveness of the designed recog-
nition system. Section VI is the conclusion of this paper.

II. PREPROCESSING OF SEQUENCE DATA

Before constructing the recognition model, it is worthwhile
and necessary to perform a prior process for the sequence
data so that one can acquire more clear, reliable, and use-
ful features for the classifier. The preprocessing procedure is
examined in the following section.

A. Filtering

The receiving data from the AHRS sensor is not clear and
has little variation even when the sensor is stationary. To
get more accurate and useful data, low-pass filter (LPF) and
Kalman filter are utilized in this paper.

The acceleration received from the AHRS sensor is polluted
by noise. To remove the high-frequency noise, we compare the
result of LPF and Kalman filter to decide which one is better
to adopt. As shown in Fig. 3, the LPF brings out cleaner results
in the acceleration value than does the Kalman filter.

Fig. 3. (a) Raw acceleration data of the sensor. (b) LPF result of acceler-
ation data. (c) Kalman filter result of acceleration data, which is measured
in z-y-x-z-axis order. The impulse in third second is caused by the sensor
hitting the desk.

Fig. 4. (a) Raw Gyro data of the sensor. (b) Kalman filter result of the Gyro
data acquired by rotating the sensor between 0◦ and −90◦ in three axes by
hand. (c) Raw Euler angle data. (d) Kalman filter result of Euler angle.

Fig. 5. Filtering of IMU data.

Moreover, the received Gyro data fluctuates wildly as shown
in Fig. 4(a). To remove the noise and remain a dynamic property,
this paper uses Kalman filter to estimate the real value of the
angular velocity. Kalman filter can calibrate the prediction
with the prediction error of the measurement and get the final
estimate. Tuning the parameters related to the Kalman gain,
one can adjust the proportion of the predicted value to the
measurement. Fig. 4(b) shows the Kalman filter result of Gyro
value. Fig. 4(c) and (d) illustrates the raw Euler angle data and
Kalman filter result, respectively. From the experiment results,
the Euler angles received from the AHRS sensor are accurate
enough, so we do not have to apply any filter to the Euler
angles. Fig. 5 shows the filters used in this paper.
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B. PCA

The goal of PCA is to cancel the redundant dimension
and minimize the number of dimensions of feature spaces
without losing the main information so that we can repre-
sent each data with simplicity and decrease the computation
loading. Each dimension found by PCA is independent and
unique, which means that no correlation between each dimen-
sion and each component has a distinct meaning. Reducing the
dimension of the feature space can avoid the curse of dimen-
sionality. Thus, one does not need a large number of training
data in training phase and this can speed up the training time
and meet the requirement of real time. PCA is also a good
method to find out the representation of the signals in a lower
dimension. Therefore, we transform the received data from
the AHRS sensor to another feature space via PCA and let
the data representation be more efficient.

The suitable dimensions should be also determined by the
succeeding methods, entropy-based K-means algorithm, and
ABC-based HMM. These three procedures, PCA, entropy-
based K-means algorithm, and ABC-based HMM should
operate in coordination to decide the suitable dimensions and
achieve satisfactory recognition results.

C. Entropy-Based K-Means Algorithm (Automatically
Deciding on the K)

Before constructing the HMM model in the later sections,
determining how many states are suitable for the model is
important. The cluster number is related to whether the model
is coarse or fine. More clusters mean more parameters can be
tuned and the model behavior is more flexible and reliable.
However, it also means numerous data are needed to acquire
and adjust those parameters. Conversely, if the cluster number
is too small, the model behaves stiffly and cannot reach sat-
isfactory performance. For the reason mentioned above, it is
evident that deciding on a suitable number of clusters can be
helpful in constructing an acceptable model.

Malyszko and Stepaniuk [44] proposed the rough entropy-
based K-means algorithm, which has been applied to the
area of image segmentation. The rough entropy is used to
determine the parameters, weights, in the rough K-means algo-
rithm. Finally, the researchers selected three color images from
Berkeley image dataset to verify the algorithm. Bai et al. [45]
proposed the entropy-based soft K-means algorithm clustering
method that utilizes the entropy and relative entropy informa-
tion to guide the training process. Researchers used the entropy
quantity to control the stiffness parameter β and get a more
clear data partition. The relative entropy quantity is used to
find a suitable number of clusters. However, Bai et al. [45]
used only one dataset to validate the algorithm and listed
entropy and relative entropy matrix, respectively, for various
β values in two different cases (K = 3 and K = 4).

The algorithms proposed in [44] and [45] are not intuitive
enough for visualization. Therefore, in this paper, we propose
a method to determine the cluster number automatically with
entropy diagram and validate the algorithm with two artificial
datasets and four real datasets.

1) Adjustment of the K-Means Result: In this paper, we
propose a criterion to decide the number of clusters. However,

Fig. 6. (a) Clustering result of traditional K-means algorithm. (b) Clustering
result of modified K-means algorithm.

before determining the cluster number, it is important to guar-
antee that the centers found by K-means algorithm locate in the
central region of each cluster. If the centers found by K-means
algorithm are not in the centroid of the cluster, but are in fact in
the middle position of the two clusters, the proposed criterion
may produce errors.

To ensure that the center calculated by K-means algorithm
locates in the centroid of the cluster, this paper proposes two
parameters to adjust the final clustering result. The first param-
eter is distance scale sd, which means distance scale and can
be set by the user manually, while the second parameter is
sample scale ss, which presents the proportion of samples in
the restricted area to the cluster. Distance scale sd and sam-
ple scale ss should operate in coordination to make sure that
the distribution of sample points inside each cluster is com-
pact. Once the K-means algorithm has been performed, the
clustering result should be examined by distance scale sd and
sample scale ss. For example, suppose sd = 1/3 and ss = 1/2,
which means that the cluster should include at least 1/2 sample
points of all points inside the cluster around 1/3 circular range
of distance. To avoid the center locating in the sparse region
as shown in Fig. 6(a), we compute the distance threshold for
each cluster k as

DTHk
(
xi, xj, ck, sd

) =
(

(xi − ck)
2 + (

xj − ck
)2

2

)

× sd (1)

where DTHk denotes the distance threshold of cluster k, xi,
and xj, which are two farthermost points away from the cen-
ter ck, and sd is a scalar between 0 and 1, which means
distance scale

Mk = {x1, x2, . . . , xm} (2)

where Mk is the set of points whose distance from center ck

is less than DTHk. Suppose we have z clusters, and

|M1|
N1

≤ |M2|
N2

≤ · · · |Mk|
Nk

· · · ≤ |Mz|
Nz

(3)

where Nk is the total number of samples in cluster k. Fig. 6(b)
shows the clustering results of modified K-means algorithm
and Fig. 7 illustrates the procedures of how to adjust the clus-
tering result of K-means algorithm. If the smallest sample
proportion of cluster 1 is less than the setting sample scale,
execute K-means algorithm again until the smallest sample
proportion of the cluster is also larger than the setting sample
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Fig. 7. Adjusted K-means algorithm.

Fig. 8. Sum of entropy will vary with the number of clusters. (a) The entropy
value is low because the data concentrate in certain regions. (b) The entropy
value is high because the data are uniformly distributed. (c) The entropy value
increases from (b) to (c) because one cluster is decomposed into two clusters.
(d) The entropy value decreases when the number of clusters becomes larger
and larger.

scale. Before performing the traditional K-means algorithm,
the initial centers of the clusters will be randomly reselected.

2) Criterion for Evaluating K: This paper proposes a cri-
terion, entropy index, to evaluate the value K of the K-means
algorithm. The criterion can provide a reference for deciding
the number of clusters. Setting the parameters sd and ss appro-
priately, we can find out the most possible cluster number by
observing the entropy diagram. The entropy is defined by

entropy =
z∑

k=1

Hk(P) =
z∑

k=1

∑

xj∈k

−P
(
xj

)
log2 P

(
xj

)

=
z∑

k=1

∑

xj∈k

m∑

d=1

−P
(
xjd

)
log2 P

(
xjd

)
(4)

where Hk(P) denotes the entropy of cluster k, P denotes
the probability distribution, P(xj) denotes the probability of
point xj, and d denotes the dimension.

Fig. 8 is a diagram to explain the criterion. To use the
entropy criterion, two points must be considered. The first
is the calculation of the entropy. To calculate the entropy
in (4), one needs to know the data distribution first. According

Fig. 9. A1 dataset (2-D, 3000 vectors, and 20 clusters) [47].

Fig. 10. S-sets (2-D, 15 Gaussian clusters, and 5000 vectors) [47].

to the maximum entropy criterion, if the data distribution is
unknown, the possible choice is the uniform distribution [46].
This assumption may cause the estimation of the cluster
number to deviate from the true number of clusters since the
true data distribution is not uniform distribution. The second is
to define the feature point of the entropy diagram. In general,
the maximum point or the point whose slope varies tremen-
dously is a good choice. Note that the diagram just provides
a reference for evaluating the cluster number, but selecting
which point serves as the cluster number is decided by the user.

Since the entropy is to measure the randomness of the
data, we can conclude that if the data spreads uniformly in
a cluster, as shown in Fig. 8(b), the entropy value is larger
than the entropy in Fig. 8(a), which displays the data con-
centrated in the local region and not randomly enough as
in Fig. 8(b). In Fig. 8(b), the data is distributed uniformly
everywhere, which means that the degree of randomness is
high. The entropy increases from Fig. 8(b) to (c). The reason
for this is that one cluster is decomposed into two clusters.
Figs. 9 and 10 are two illustrations of real datasets [47] that
demonstrate this phenomenon. As Figs. 9 and 10 show, we
discover that the entropy value increases with the number of
clusters. Suppose the dataset is divided into more and more
clusters, then the data distribution of each cluster is similar
to uniform distribution. According to Jensen’s inequality in
information theory [48], when the entropy value calculated by
Gaussian distribution grows, this implies that the real-data dis-
tribution might become uniform. However, the entropy value
will fall when the number of clusters becomes larger and larger
as shown in Fig. 8(d). In Fig. 8(d), each cluster contains only
one to three samples and the number of samples in each cluster
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Fig. 11. Example of (a) maximum entropy criterion and (b) knee criterion.

is very low, so the probability of each point is higher and the
degree of randomness is low.

This paper proposes two criteria for deciding the number
of clusters. The first criterion is the maximum entropy crite-
rion. In general, because the distribution of collected data is
unknown, the prior selection is the maximum value of the
entropy as shown in Fig. 11(a). However, if the entropy value
trends toward increasing with the number of clusters, the
maximum value of the entropy may not be a good choice. In
this case, we suggest using the second criterion, the knee point
of the entropy diagram. Fig. 11(b) shows that the entropy keeps
increasing with the number of clusters, and two special points,
B and D, should be noted. Point B is the maximum point from
A to C. The fact that the entropy decreases from B to C means
that a sparse region exists in the clustering result at point C;
therefore, the clustering result of B is more uniform than that
of C. Nevertheless, the entropy subsequently begins to rise
from C to D again. From an observation of the segment from
B to D, it can be seen that point D is considered more likely
to be the real number of clusters because the clustering result
of D is more uniform than that of B and C. From D to E,
the increasing degree of entropy is very small, which implies
that the entropy is trending to converge. Therefore, one can
conclude that the clustering result at point D is more uniform
than that at B and is more likely to be the real number of clus-
ters. Point D is called the knee point. The following equation
is proposed to search the knee point of the entropy diagram:

num = arg max
[entropy(x) − entropy(x − 1)]

[entropy(x + 1) − entropy(x)]
(5)

where both sign[entropy(x) − entropy(x − 1)] = 1 and
sign[entropy(x + 1) − entropy(x)] = 1.

III. MODEL CONSTRUCTION OF SIGN LANGUAGE

RECOGNITION SYSTEM

HMM [35] has been proven to be an excellent model to
describe the sequential signal. In this paper, we use HMM to
recognize the TSL words. In spoken language, the left-to-right
structure of HMM is often used to model the speech signals
according to the spelling rules. However, sign language cannot
just simplify the HMM to left-to-right structure since sign lan-
guage does not define the basic phoneme of a word and also
does not have spelling rules. To solve the phoneme problem,
we propose the entropy-based K-means algorithm and try to
find out the phoneme-like unit for each sign word. Based on
the entropy criterion, one can evaluate the number of clusters
in each sign word data, and each cluster modeled by Gaussian
distribution can be denoted as a phoneme. The next problem is

to decide on the HMM structure. Many researches [35]–[37]
have investigated various kinds of HMM structures with the
knowledge-driven method to promote the recognition rate. In
this paper, we propose a data-driven method, which combines
the ABC algorithm and Baum–Welch algorithm to determine
the structure of HMM.

A. Structure Learning of Data-Driven HMM

The sequential data can be represented by O =
[o1, . . . , ot, . . . , oT ], and each feature vector ot is composed of
D dimensions ot = [x1, x2, . . . , xD]T . We use λ = (N, A, B, π)

to represent the HMM model. N is the total number of states
and matrix A = [aij] means the transition probability matrix,
which can be defined by [35]

aij = Prob
[
qt = j|qt−1 = i

]
(6)

where qt represents the state number at time t, so the aij means
the transition probability from state i to state j. If the HMM
model has N states, there are N rows in matrix B as described
below [35]

B = [
b1(o), b2(o), . . . , bj(o), . . . , bN(o)

]T (7)

bj(o) =
M∑

k=1

cjkN
(
o;μjk, Ujk

)
(8)

M∑

k=1

cjk = 1 (9)

π = [π1, π2, . . . , πN] (10)

where bj(o) is composed of M multivariable Gaussian dis-
tribution, cjk is the weight for each Gaussian distribution,
and μjk is the mean vector for the kth mixture component.
Ujk is the covariance matrix for the kth mixture component.
π means the initial probabilities of each state in this HMM.
P(O|λ) is the probability of seeing the sequential data O given
the HMM model λ. We use the conventional Baum–Welch
algorithm [49] to adjust the parameter cjk, μjk, and Ujk,
because the algorithm can guarantee that P(O|λ̄) ≥ P(O|λ)

for each iteration. The parameters can be calculated by [49]

γt( j, k) =
(

αt( j)βt( j)
∑N

j=1 αt( j)βt( j)

)(
cjkN

(
ot;μjk, Ujk

)

∑M
m=1 cjmN

(
ot;μjm, Ujm

)

)

(11)

where

c̄jk =
∑T

t=1 γt( j, k)
∑T

t=1
∑M

k=1 γt( j, k)
(12)

μ̄jk =
∑T

t=1

[
γt( j, k) • ot

]

∑T
t=1 γt( j, k)

(13)

Ūjk =
∑T

t=1

[
γt( j, k)

(
ot − μjk

)(
ot − μjk

)′]

∑T
t=1 γt( j, k)

. (14)

B. ABC Algorithm

The ABC [50] algorithm is a newly developed evolution-
ary algorithm, which can be used to address the optimization
problem. This algorithm imitates bee swarm behavior and
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tries to find the optimal solution. Each bee position xij rep-
resents the candidate solution for the optimization problem,
where i = 1, 2, . . . , PS represents the candidate solution index
and j = 1, 2, . . . , Dim represents the parameter index that
would be tuned in this optimization problem. For example,
x1 represents the first candidate solution and xi means the
ith candidate solution. ABC defines three kinds of bee, the
employed bee, the onlooker bee, and the scout bee, to search
the parameter space.

At the initialization stage, one should determine the number of
bees, namely, the population size PS, the number of parameters,
the upper bound and lower bound of the parameter value, and the
limit count for the scout bees. After setting these parameters,
one can calculate the fitness value of the initial bees and
compute the selected probability of each bee according to the
fitness value. The selected probability is calculated by [50]

p(xi) = fit(xi)
∑PS

i=1 fit(xi)
(15)

where fit(xi) is the fitness value of xi and is defined as follows:

fit(xi) = 1

−f (xi)
(16)

where f (xi) is the objective function value and the object
function is defined according to the optimization problem.

The next stage is the parameter tuning phase, which includes
the employed bee phase, the onlooker bee phase, and the scout
bee phase. Each bee represents the candidate solution of the
problem, and this stage is to tune the value of each bee to enhance
the fitness value of the bees. The main difference between the
employed bee and the onlooker bee phases is that the onlooker
bee possesses a probability condition to decide whether its
value should be adjusted. If the new solution generated by the
employed bee phase or onlooker bee phase is better than the
old one, one replaces the old solution with the new one.

If the new solution generated by the two methods is worse
than the old one, we hold the old one but add 1 to the
counter of the scout bee. The new solution can be generated
as follows [50]:

vij = xij + φij
(
xij − xkj

)
(17)

where vij represents the new solution and φij ∈ [−1, 1] is a ran-
dom number and k must be different from i. The ith bee is
tuned by kth bee that is around the ith bee. In the scout bee
phase, if the counter of a certain bee exceeds the limit of the
setting, the algorithm regenerates a new solution to enhance
the diversity of the bees.

C. ABC Algorithm-Based HMM Structure

For each TSL word, we constructed an HMM to model this
gesture. For each gesture, we collected training data to train
the model. When the observation data O and the initial model
λ are received, the objective function P(O|λ) is to maximize by
adjusting the parameter of λ. In this paper, the ABC algorithm
and the Baum–Welch algorithm [49] are integrated to resolve
this optimization problem.

First, entropy-based K-means algorithm is used to decide
the number of states for each sign language HMM model,

Fig. 12. Training process using the ABC algorithm to tune the structure of
HMM models.

and the clustering result can be served as the initial value
of mean vector μjk and the covariance matrix Ujk of each
state. For example, suppose the state number of the HMM
model of hello is N, then the number of entries in the tran-
sition probability matrix A is N × N. Therefore, the bee xij

has N ×N parameters. In the past, the Baum–Welch algorithm
was often used to search the optimal value of the parameters
of HMM. However, the result calculated by the Baum–Welch
algorithm is just a local optimum. To find a better value of
the parameters, we adopt the ABC algorithm to tune the tran-
sition probability matrix A, which decides the structure of
HMM. Suppose the bee colony size is PS, we calculate the
fitness value of each xi, i = 1 . . . PS, and select the best
solution xbest. P(O|λ) can be described as follows:

P
(
O|λ) =

N∑

i=1

P
(
O, qt = i|λ) =

N∑

i=1

[αt(i)βt(i)]. (18)

To reduce the computation loading and prevent underflow
error, the objective function is redefined as follows:

g(λ) = log P
(
O|λ)

. (19)

The ABC algorithm is used to learn the structure of
HMM, λ, and to adjust the transition probability matrix. The
entries of A are saved in xij, j = 1, 2, . . . , N × N, and the
fitness function can now be defined by

fit(xi) = 1

−g(λ(xi))
. (20)

The selected-probability for each bee is calculated by

p(xi) = 0.9
fit(xi)

Max[fit(xi)]
+ 0.1. (21)

The proposed ABC-based HMM is depicted by Algorithm 1.
Fig. 12 shows the training process using ABC algorithm to
tune the structure of HMM models.

IV. DAILY HOME-SERVICE TSL WORDS

The recognition system proposed in this paper includes
11 TSL words: hello, good morning, good afternoon,
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good night, black tea, milk, coffee, tissue paper, living room,
bedroom, and kitchen. Fig. 13(a) shows the actions of the
greeting words, Fig. 13(b) depicts the words for daily necessi-
ties that people may use in their lives, and Fig. 13(c) illustrates

the words representing the location in a home. Because the
recognition system will be placed on a home-service robot,
we hope that the recognition system can recognize the three
kinds of words of TSL. The first type of word can be used to
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Fig. 13. Daily home-service TSL words. TSL for (a) greeting someone,
(b) daily necessities, and (c) place.

greet someone, while the second type of word can be used to
tell the robot what food or drink the human needs. The third
type of word is the place in a home; a person can use this
word to tell the robot where the person is.

V. SYSTEM SETUP AND EXPERIMENTAL RESULTS

This section describes how to set up the entire experimental
system and how to collect the data and construct the database.
Two experimental results with entropy-based K-means algo-
rithm are given, one is for four real datasets, and the other
is for sign language data. The last experiment illustrates the
results of the proposed HMM structure.

A. Data Collection and Correction

Because the sensor data we used is not just ACC, pith, roll
value, and Euler angles, it also includes yaw data, which is

affected by magnetic force. This characteristic makes the
sensor data untrustworthy if the person’s standing orientation
is different from that of the previous experiment. To address
this problem, we must set a standard coordinate system to
guarantee that the collected data is based on the same coordi-
nate system every time. Because the sensor x-io [51], [52] we
used has a built-in coordinate correction algorithm, which can
be triggered by a user’s preference, we needed to just decide
on the starting position and when to perform this correction
algorithm. For convenience, we chose the position of arms
hanging naturally as the starting position, which makes the
starting position at the side of the human body. The coordi-
nate correction algorithm will be performed at the end of the
action for each TSL word.

B. Construct the Database

In this paper, five men and five women are invited to
perform the TSL word, each word ten times; and then the
data were collected to construct a TSL database. The database
consists of 11 home-service-related words which are shown in
Fig. 13.

However, we know that the length of each sequential
data received from the sensor will not remain the same, even
though the same person performs the same TSL word. To
judge when the gesture starts and ends, we calculated the
energy of the input point by

Energy = sqrt
(

x2
acc + y2

acc + z2
acc + ω2

x + ω2
y + ω2

z

)
. (22)

A threshold is set up for splitting the meaningful content
of the TSL word from the received sequential data. That is,
when the energy of the received data point was greater than
that of the threshold, then the point would be put into the
meaning-data sequence. The other threshold value is the length
of the meaning-data sequence. The ending point is determined
by the energy and length thresholds.

C. Verification of Entropy-Based K-Means Algorithm
With Four Real Datasets

This paper applies four real datasets, breast-cancer [47],
wine [47], glass [47], and yeast [47] datasets to demonstrate
the effectiveness of the entropy-based K-means algorithm.
It should be noted that this algorithm is not designed to
achieve the goal of the correct recognition or correct clus-
tering. However, what we really care about is finding the
cluster number of the dataset. To apply the entropy-based
method, one should decide which distribution is used to model
the data. According to the maximum entropy criterion, we
choose the uniform distribution as the data distribution when
the distribution is unknown.

Table I lists the experimental results of the four datasets.
Fig. 14 shows the diagram results of the entropy-based
K-means algorithm. As mentioned previously, the peak of
the entropy diagram often represents the number of clusters
in this dataset. From the experimental results, we can find
that the four datasets are suitable to be analyzed using the
entropy-based method.
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TABLE I
ENTROPY-BASED K-MEANS ALGORITHM RESULT OF FOUR DATASETS

Fig. 14. Entropy criterion of (a) breast dataset, (b) wine dataset, (c) glass
dataset, and (d) yeast dataset.

D. Analysis of TSL Words With Entropy-Based
K-Means Algorithm

To construct the HMM model, we must know how many
states should be used in this HMM first. We now apply the
entropy-based K-means algorithm to analyze the TSL words
to figure out the number of states according to the number of
clusters.

Fig. 15 gives the entropy-based K-means algorithm results
of TSL words. Table II tabulates the cluster number for each
home-service-related TSL word.

E. HMM Structure and Recognition Result With
Cross Validation

Once the number of states for each HMM model is deter-
mined, one can construct the classifier, which consists of
11 HMM models. For each HMM model, ABC algorithm is
utilized to adjust the structure and the log-likelihood value

Fig. 15. Entropy-based K-means algorithm result of TSL words. (a) Hello.
(b) Good night. (c) Tissue paper. (d) Coffee. (e) Kitchen.

TABLE II
CLUSTER NUMBER FOR EACH HOME-SERVICE-RELATED TSL WORD

calculated by Baum–Welch algorithm is applied to determine
the best structure for the TSL words. The final structure of
HMM is shown in Fig. 16. Fig. 16(a) and (b) shows the
“hello” and “good night” structures of HMM, respectively.
The “tissue paper” and “coffee” structures are depicted in
Fig. 16(c) and (d). Finally, Fig. 16(e) describes the “kitchen”
structure of HMM.

According to the structures learned by the ABC algorithm,
one can find that if the TSL word has a repetitive action,



This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

LI et al.: RECOGNITION SYSTEM FOR HOME-SERVICE-RELATED SIGN LANGUAGE 11

Fig. 16. (a) Hello structure of HMM. (b) Good night structure of HMM.
(c) Tissue paper structure of HMM. (d) Coffee structure of HMM. (e) Kitchen
structure of HMM.

then the structure will also have a forward and backward
structure. For example, tissue paper has a grasping action
in front of the nose twice, and the corresponding structure
shown in Fig. 16(c) also has a forward and backward behav-
ior between states 3 and 4. Furthermore, coffee has a stirring
action with a finger, and the corresponding HMM structure
shown in Fig. 16(d) also has a forward and backward behavior
between states 8 and 9.

Once the structures of 11 HMM have been determined,
we apply the Baum–Welch algorithms to figure out all the
parameters of the corresponding HMM. To evaluate the fea-
sibility and effectiveness of the classifier, we adopt the
cross-validation method with tenfold. The dataset composed
of 11 sign language word data is cut into ten parts randomly,
and nine of the parts are used to train the parameters of the
classifier; the remaining part is used as the testing data. The
process is executed ten times; an average success rate of 91.3%
can be achieved.

TABLE III
COMPARATIVE TABLE OF DIFFERENT

RECOGNITION ALGORITHMS

Fig. 17. User satisfaction and recognition rate.

To demonstrate the effectiveness of the proposed
model, we have compared our algorithm with left-to-right
HMM [11], [36], ergodic HMM [53], and the DTW-KNN
method [54]. The experimental results are tabulated in
Table III, where the structure of HMM learned by the ABC
algorithm is superior to that of the traditional left-to-right
HMM and the ergodic HMM. This fact reveals that a suitable
structure of HMM contributes to enhancing the recognition
rate. References [11] and [36] utilized traditional left-to-right
HMM structure to recognize the sign language. They did
not apply any methodology to decide the number of states
of the HMM model and they just adopted a fixed number
of states for all gesture models. Reference [53] employed
the ergodic HMM instead of the traditional left-to-right
HMM. Although ergodic structure is a new type of structure,
it lacks flexibility because all gesture models are fixed on the
ergodic structure. In this paper, we employ the data-driven
method to learn the structure of each HMM, which can
increase the variability of the structure for each gesture
model. Moon and Kim [54] utilized DTW with KNN to
classify the gestures. Although DTW with KNN also gives
a good enough recognition performance, the drawbacks are
that the recognition process takes too much time [31], [55]
and this method needs a large enough memory to store all
the training samples even in the testing phase. However,
our method only needs training samples in the training
phase to adjust the parameters of the model, so it is not
necessary to maintain training samples in the testing phase.
Therefore, the memory size and the recognition time can be
reduced.

The degree of satisfaction of each subject, i.e., the user sat-
isfaction rate, is also examined and the results are listed in
Fig. 17, where most users are satisfied with the recognition
system. The recognition rate of subject 1 (who is male) is
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lower than that of others because he is too nervous to per-
form the action smoothly. Subject 4 (who is male) thinks that
the performance of the system does not meet his expectations;
so, the degree of satisfaction is lower than that of others. The
recognition rate, however, is not necessarily proportional to
the satisfaction. Subject 5 (who is female) feels that the pro-
cess of the experiments is fun and interesting; so, she is very
satisfied with the recognition system.

VI. CONCLUSION

This paper has proposed an architecture to construct a recog-
nition system for home-service-related TSL words. The pro-
posed recognition model is basically established by HMM and
is suitable for modeling time-series data. In general, sign lan-
guage conveys meaning by utilizing continuous actions that
can be considered as a kind of time-sequence data. Although
HMM classifier has been utilized for decades, the number of
states in each HMM model is decided by the researchers and
requires a methodology to determine the number of states.
To determine the proper number of states in the HMM, the
entropy-based K-means algorithm has been presented to plot
the entropy diagram, which provides a visualization method
to judge the number of clusters for real datasets. Analyzing
the transformed data using the entropy-based K-means algo-
rithm in a different feature space indeed facilitates finding the
most suitable feature space to analyze this dataset. The appli-
cation of the developed entropy-based K-means algorithm to
four commonly used datasets has demonstrated its feasibil-
ity and validity. Combining the ABC with the Baum–Welch
algorithm can successfully establish the data-driven HMM
classifier. Finally, this paper has also compared the proposed
recognition model with left-to-right HMM, ergodic HMM, and
DTW with KNN, and the proposed TSL recognition system
can achieve the best correct recognition rate.
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