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Statistical Framework with Knowledge Base
Integration for Robust Speech Understanding
of the Tunisian Dialect

M. Graja, M. Jaoua, and L. Hadrich Belguith

Abstract—In this paper, we propose a hybrid method for the
spoken Tunisian dialect understanding within a limited task. This
method couples a discriminative statistical method with a domain
ontology. The statistical method is based on conditional random
field (CRF) models learned from a little size corpus to perform con-
ceptual labeling task. These models are able to detect the semantic
dependency between words. However, the domain ontology is used
to add prior knowledge about the task. Our experiments are based
on areal spoken Tunisian dialect corpus. The obtained results show
that the proposed method is able to improve the performance of
CRF models for speech understanding by the integration of the do-
main ontology. Our method can be exploited for under-resourced
languages and Arabic dialects to overcome the lack of linguistic
resources.

Index Terms—Conditional random field (CRF), domain on-
tology, knowledge base, speech understanding, statistical models,
Tunisian dialect (TD).

I. INTRODUCTION

POKEN Language Understanding is a crucial component
S in spoken dialogue systems. It aims to clarify the meanings
from spontaneous speech [1]. The first level of spoken language
understanding is concept labeling, which consists in the seg-
mentation and extraction of semantic concepts from transcribed
speech. Indeed, the concept labeling task takes the transcribed
words as input and provides conceptual labels as output.

To perform conceptual labeling, two approaches have been
proposed. The first one includes knowledge-based methods
which have been widely used [2][3]. They consist in writing
rules to model the structures of utterances. They require much
expertise to define rules and verify them manually. The second
one consists of statistical models which can be classified into
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generative and discriminative models [4]. These statistical
models guarantee dependencies between the words and gather a
rich set of features to facilitate conceptual labeling [5]. But they
require large spontaneous speech corpora [6]. These models
rely on parameters estimated from annotated data. In the case
of speech understanding, annotated data are turns which are
semantically labeled. So, annotation schemes based on concep-
tual labels must be defined to annotate utterances and then, find
the statistical model parameters. Finally, these parameters are
used to infer the statistical models and label new examples of
transcribed speech.

Statistical methods have been widely applied to speech un-
derstanding. Martinez-Hinarejos et al. used a statistical method
based on Hidden Markov Models (HMM) for the Spanish lan-
guage, using the DIHANA corpus [7]. The DIHANA task deals
with requests of information about railway services [8]. Their
work consists in using HMM in the most realistic situations
where dialogues are not segmented into utterances. The results
of their work are interesting since they obtained 92% as F-mea-
sure. This is due to the large size of the corpus used for training
models. However, several works have shown the robustness of
Conditional Random Fields (CRF) models for request informa-
tion in the French language; using the MEDIA corpus [4][9].
The MEDIA corpus is manually annotated with semantic con-
cepts according to touristic information [9]. But it should be
noted that the turns in this corpus are segmented into utterances,
which facilitates the understanding task. Raymond ef al. [4] has
used CRF models and then incorporated the domain knowledge
through a set of rules made manually. This has reduced the con-
ceptual error rate (from 11.2% to 10.9% as CER), and has in-
creased the performance of the system to 92% as F-measure.
This justifies the advantage of segmenting turns into utterances
and the important size of the training corpus.

Many works have proved that the CRF models are the
best among generative and discriminative models [10]. These
models give excellent results for many tasks in Natural Lan-
guage Processing, even for speech understanding [4]-[11].
However, these models have generally been applied to concep-
tual labeling of spontaneous speech in Latin languages such as
English, Spanish or French [12], and not for Arabic dialects.

The Arabic dialect is the form of language used in daily con-
versations. Despite this fact, the works which dealt with the
Arabic speech understanding problem were interested only in
MSA (Modern Standard Arabic) [13][14] and not in the Arabic
dialect. However, a dialogue system in MSA is not an interesting
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application in speech technology since it is difficult to Arab
speakers to reformulate a correct utterance in standard Arabic.
In addition, the Arabic dialect is used to fulfill all public ser-
vices and it is the most useful language form for daily conversa-
tions. Therefore, it is so crucial to consider dialects in dialogue
systems.

In this paper, we propose to evaluate three methods for the
Tunisian dialect (TD) understanding. The first one is a knowl-
edge-based method which integrates domain ontology. In the
second method, we propose to evaluate a discriminative model
to conceptually label the transcribed speech in the TD. Indeed,
we are interested in evaluating a discriminative algorithm based
on CRF models and learned from a small-size corpus with dif-
ferent levels of processing data. In the third method, we couple
the two methods into a hybrid one to ameliorate the conceptual
labeling of the spoken TD.

Corpora in the TD are very rare and sometimes undergo de-
velopment. In this paper, the corpus used for testing the pro-
posed methods is the TUDICOI corpus. It is a task-oriented
spontaneous speech dialogue corpus for a railway inquiry task
in the TD.

In this paper, we present two major contributions. Our first
contribution consists in modeling CRF models through non-seg-
mented turns. This allows us to reduce the manual segmentation
of turns into utterances. Our second contribution is to propose
a method for automatic conceptual labeling for the TD as an
under-resourced language. We learn CRF models from a very
small-size corpus, since the acquisition of a corpus is a difficult
task. Then, we integrate a domain ontology to improve the la-
beling task by adding new knowledge to full cover the used lex-
icon. This method is very interesting for Arabic dialects which
suffer from a lack of linguistic resources.

This paper is organized as follows. Section II presents
an overview of the TD at different levels. Section III de-
scribes a corpus for the spoken TD used for experiments.
Section IV presents an understanding method based only on a
domain ontology. Section V deals with statistical models based
on CRF for conceptual labeling. We present in Section VI a
hybrid method which consists in coupling the CRF models
with the domain ontology. Experiments and evaluation of each
method are presented in Section VII. A conclusion is drawn in
the last section.

II. THE TUNISIAN DIALECT

The Arabic language consists of three main clusters: Classical
Arabic, Modern Standard Arabic (MSA) and Dialectal Arabic.
The latter is the informal form of the language since it is used for
daily conversations and for requesting information [15]. That is
why we should consider dialects in the spoken dialogue sys-
tems. The Tunisian dialect (TD) is a subset of Arabic dialects
related to the Arab Maghreb (western Arab world). The TD is
strongly influenced by other languages such as Turkish, Italian
and French. It represents a mosaic of languages. It has several
large regional varieties, but the variety of Tunis (used in the cap-
ital of Tunisia) is the most understood by all Tunisians [16].

Like all Arabic dialects, the TD is characterized by a mor-
phology, a syntax, a phonology, a lexicon and an orthography
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that have similarities and differences in comparison with the
MSA and even with other Arabic dialects. In addition to that, the
TD’s processing is a complicated task for several reasons. This
is mainly due to the lack of linguistic resources and processing
tools such as transcribed texts, annotated corpora, dictionaries
and morphological and syntactic analyzers.

Below we present some characteristics of the TD at different
levels.

A. Phonological Level

The TD is divided into six major dialectal areas as follows:
the North-East area, the Northwest area, the coastal area, the
area of Sfax, the South East area and the South West area [17].
This affects the phonological system of the TD. In fact, the pro-
nunciation of a word varies from one region to another. Some-
times, speakers do not pronounce certain letters while others
do. For example, the city’s name “***” “mnstyr” is often pro-
nounced “>#" “mstyr” by removing the letter “¢”” “n”. An-
other characteristic of the TD is the deletion of long vowels
[18], especially when they are located at the end of a syllable
[19]. As an example, the verb “TA” “xarja” “he left” is pro-
nounced “C2*” “xrj” by removing the short vowel. In addition,
the consonant “3” “q” is pronounced as “q” in the north and
coastal areas, but “g” in the middle and southern areas, in most
cases. But it can be pronounced “g” in the north and coastal areas
for many words. For example, the city’s name “c~%” “Gabes”
is usually pronounced with “g” (like go) and not “qAbs.” Note
that Arabic examples are transliterated according to the Buck-
walter Arabic transliteration.

B. Morphological Level

Morphologically, the TD has many characteristics. Some of
them are inherited from MSA and others are specific to the TD.
Among the morphological features specific to the TD is the use
of a numeral word “J5J” “zwz” before or after the plural noun
to indicate dual [20]. Another characteristic is the introduction
of the proclitic “uvle” “mAS$” before the verb to indicate the
future. Also, this dialect includes the use of the new pronominal

clitic “s” “his.”

C. Syntactic Level and Word Order

Like other Arabic dialects, the TD respects in the most cases
the regular grammar of MSA or even that of Classical Arabic.
Bus it has some syntactic particularities which are objects of
linguistic research into the syntax of dialectal Arabic that aims
to find what structures are followed in such varieties [21].

Among the TD syntactic particularities, we can cite the addi-
tion of a new structure to express negation. Indeed, the TD in-
cludes the use of two particles “ “« ”“mA” and “(%” “$” which
are located before and after the verb as in “ 3k <[ 4o not
get.”

However, the TD shares some syntactic specificities of MSA
like the word order flexibility of syntactic constituents. We can
change the syntactic structure in a sentence and express the
same meaning. Thus, starting with any word of the following
example «duass Ol AN o8 5 «\When does the train leaves?” does
not change its meaning.
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D. Orthographic Level

Since the TD is mainly spoken and not written, a word can be
written in different forms depending on how it is pronounced.
This variation of orthographic forms is mainly due to phonolog-
ical differences in this dialect. So, the setting up of a corpus with
anormalized orthographic form is a big challenge in processing
Arabic Dialects. ;

For example, the word « J% ” “|$” “what” appears in certain
cases as a proclitic “(%” “$” and in certain cases it is transcribed
as a separate word “I” & [20]. Even for the common lexical
items between MSA and the TD, there are some orthographic
variations. For example, the Standard Arabic word « 4e=le »
“capital” can be transcribed in the TD in two ways: either by
using the suffix “#” “p” and in this case we have the same term
“ daale ” orusing the suffix “s” “h” to get  “~=le . All these
problems are due to the absence of a standard or norm to tran-
scribe the TD. In this context, we have proposed in previous
works an OTTA (an Orthographic Transcription for Tunisian
Arabic), which gathers a set of orthographic rules to manually
transcribe the TD [20]. The OTTA guidelines preserve the par-
ticularities of the TD and inherit many orthographic rules from
the MSA. In a recent research work, another guideline for the
TD has been proposed, namely the CODA [22]. It consists of a
set of orthographic rules for the TD and aims to make the TD as
close as possible to MSA.

E. Lexical Level

As mentioned above, the TD is divided into sub-dialects de-
pending on the geographical area. This classification affects the
lexical level and adds enormous variation. In addition, the TD
is said to be diglossic which refers to the use of MSA and the
dialectal form together. It is also known to be a bilingual di-
alect which refers to the use of the dialect and French. So, the
code switching between the Arabic and the French language af-
fects the lexical level of the TD. In fact, it allows the addition
of new dialect words which are derived from foreign languages.
This explains the fact that the TD lexicon is richer than that of

MSA. These are few examples: %=k « b «daly” (0 ex-
press “place.” In addition to that, these foreign words are af-
fected by the same rules to conjugate verbs in the TD. As an
example, the French word “réserver” “book” is conjugated as

3

o595, “rzrfyly” “book to me.”

III. A SPOKEN DIALOGUE CORPUS FOR THE TUNISIAN DIALECT

The construction of a dialogue corpus represents a big chal-
lenge especially when we deal with Arabic dialects which suffer
from lack of linguistic resources [23], [24]. Even though lan-
guage resources in Tunisian speech are scarce, it is possible
now to find new lexical resources and new corpus developed
by recent research works. A recently-developed lexical resource
is the TunDiaWN, which is a new Wordnet for the TD [25].
Also, a new corpus has been recently collected is called TARIC
(Tunisian Arabic Railway Interaction Corpus); it is a collec-
tion of audio recordings and transcriptions from dialogues in
the Tunisian Railway Transport Network [26]. This corpus has
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TABLE I
A SAMPLE OF A REAL DIALOGUE IN TD BETWEEN A
CLIENT (C) AND A TICKET OFFICE CLERK (S)
Transliteration Transcription
Turn .
Translation

sAmHny wqtAS$ yxrj Itrdn ltwns sl Ol ya (A sl

C:  Excuse me when does the train leave to

Tunis?
g mADy sAEh wrbEh OdrAj ol 4a s 4ol ol
* Twenty past one
c: bqdA$ hwA Itkyh 4l ) s il
* How much is the ticket?
g.  vnAS nifwxmsmyh ltwns 051 Agannad g Cali B

Twelve dinars and five hundred to Tunis

TABLE II
MAIN CHARACTERISTICS OF THE TUDICOI COorPUS

# Dialogues 1825
# Speakers 1831
# Client turns 6533
# Clerk turns 5649
# Words in client turns 21682

been developed to build a phonetic dictionary in the TD. How-
ever, we can not use this corpus since it is not actually annotated
in semantic concepts.

Nevertheless, and before the development of these resources
and others which are under development, we are the first who
have produced, in a previous work, an initial corpus of real
spoken dialogue in the TD corresponding to the task of railway
inquiry [27]. This corpus is called TUDICOI, which stands for
TUnisian DIalect COrpus Interlocutor. The raw version of this
corpus is available online at [28]

A. Corpus Acquisition

The TUDICOI corpus was acquired with the collaboration
of the National Railway Company in Tunisia (SNCFT) [29].
The recordings were made in the SNCFT main station using a
digital recorder to obtain mp3 format files. This digital recorder
was installed on the side of the ticket office clerk to prevent the
client from knowing that the conversation was being recorded.
This allowed us to avoid disruption and hesitation by clients,
who then behaved in a normal way to ask for information. We
had not prepared any scenario for the dialogues which were in
real form and with spontaneous speech using the real form of
the TD.

B. Corpus Description

The main task of the TUDICOI corpus is requesting infor-
mation in the TD about the railway services. These requests are
about train schedule consultation, train type, train destination,
train path, fare and ticket booking. Based on these requests, sev-
eral requests can be combined together during a dialogue be-
tween the ticket office clerk (S) and the client (C) about railway
services in the train station. An example of a real dialogue in
the TD between a client and the ticket office clerk is shown in
Table 1.

The TUDICOI corpus consists of 1825 dialogues from 1831
users. These dialogues represent 12182 utterances. The most
important characteristics of this corpus are shown in Table II.
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The 1825 dialogues are composed of 6533 client turns and
5649 clerk turns. On average, each dialogue consists of three
turns for a client and three turns for a clerk. In addition, each
client’s turn is composed of 3.3 words, on average. It is so im-
portant to notice that the average of words per client turn is very
low. On the one hand, this is due to the fact that the TD is an
agglutinative language. So a word in TD could express one com-
plete utterance. On the other hand, this is due to the exhaustive
use of key words to ask for information about a limited task and
omission of connectors to link words together.

In this work, we are interested only in client turns. That’s why
we have only labeled the transcribed utterances of clients based
on a semantic point of view in order to build a language model
for client utterances. In fact, we have established a well-defined
semantic annotation scheme for client utterances for the railway
information request task to cover all aspects of client utterances
in the studied task.

C. Transcription

The transcription step appears more critical in spoken di-
alogue corpora because the establishment of such a resource
bank represents a major effort especially when dealing with the
Arabic dialect. Since there is no available speech transcription
tool for Arabic [27], we have undertaken a manual transcription.
In addition, it should be noted that the recording conditions were
not favorable for automatic transcription. This is due to the poor
quality of the acoustic signal. In fact, in addition to the conver-
sations between the client and the ticket office clerk, there were
recordings of conversations and negotiations between other staff
members and clients in the train station, and there was a pres-
ence of echo caused by passengers as well as some music in the
background.

The transcription was made by three transcribers. They used
Arabic letters to transcribe the dialogues and they agreed on
some transcription rules which consist in using the standard
Arabic orthography when dealing with standard Arabic words.
And when the word is specific to the TD, the word is transcribed
as it is pronounced based on its phonetics. It is important to note
that the transcription was made before the OTTA was proposed
as a guideline to transcribe TD. For this reason, the TUDICOI
corpus had to be re-processed to respect this proposed guideline.

Up to now, we have transcribed about 50% of the speech data.
In fact, we recorded approximately 104 hours in the railway sta-
tion and we have transcribed about 52 hours. Naturally, more
than one utterance can appear in a dialogue turn. That’s why we
have considered a dialogue turn as a set of utterances. So, the
turns were not segmented into utterances during the transcrip-
tion step.

D. Corpus Processing

Generally, most of the works dealing with a speech corpus
perform some automatic processing on the corpus before anno-
tation. This processing is done to reduce the complexity of the
corpus and the structures [7]. In our case, we have two versions
of annotated corpus. In the first version, we did not perform any
processing on the corpus before annotation. Indeed, we anno-
tated the raw version of the client turns to look for results of
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discriminative models when we deal with a very raw quality of
speech data. This can give important results about the robust-
ness of discriminative models against the deteriorated data. In
the second version of the annotated corpus, some automatic pro-
cessing was performed before annotation to improve the turn’s
structure. This processing included the following tasks:

—Lexical normalization: since the transcription was done
manually, any word in the TUDICOI corpus could be written
in different orthographic ways. For example, we noticed that
the word “Us4,),” “reservation” is written in four different
forms: 058 310 »o Osmad i) o OMJJJ”, “COsmd 7,
That is why; we have performed an automatic lexical nor-
malization which respects the OTTA guidelines presented
previously.

—Morphological analysis and lemmatization: in this anal-
ysis, we have processed verbs and nouns. Verb processing is the
identification of the canonical form of the verb. For example,

J\A 2 “iS gOing” and “G)';:n’ “goesw by

we replace the word “C
the following canonical form “gA» “g0.” However, noun pro-
cessing consists in two steps. The first step is returning to the
singular form of the noun. The second step is replacing the defi-
nite form by the undefined form of the noun. As an example,
the word “<!s,4” “The trains” is transformed into « <A
“Train.”

—Synonym processing: it consists in replacing each word by
its synonym.

Given the lack of resources and dictionaries for the TD, we
performed the lexical normalization and synonyms processing
by creating a lexicon dictionary for the railway information re-
quest task. This dictionary helps us to correct the orthography
and to replace each word by its synonym. Due to the absence of
an automatic analyzer for the TD, we automatically performed
a shallow morphological analysis for verbs and nouns by using
the complete storage method [30]. For this purpose, we built a
morphological base of possible changes for verbs and nouns.
All these automatic treatments are not done on the same ver-
sion of the annotated corpus. In fact, we prepared different ver-
sions of the annotated corpus with different levels of processing.
These versions are investigated to perform multiple experiments
to evaluate the CRF models on different types of processed data.

E. Annotation

In order to define a semantic scheme that covers all the con-
cepts of the application, it is necessary to perform a semantic
study about railway inquiry task to set concepts and dialogue
acts. A dialogue act represents the general meaning of an utter-
ance. A concept represents a specific minimal meaning given by
a word or a group of words.

The detecting of acts was performed manually, based on
the TUDICOI corpus. However, the identification of concepts
was carried out in a semi-automatic way based on a statistical
method. The statistical method consists in calculating the
frequency of each term in the corpus. Terms which have a high
frequency represent domain concepts. The only problem was
with the domain terms that have a low occurrence frequency.
In this case, we relied on the domain expert to specify the
frequency threshold to be determined. Indeed, the domain
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TABLE III TABLE IV
DIALOGUE ACTS USED IN THE FIRST LEVEL SEMANTIC CONCEPT LABELS USED IN THE SECOND LEVEL
Dialogue act Example Translation Domain concepts Requests concepts
Opening ol Flua ¢ oDl Hi, good morning Train Ticket Numbers Path_Req Existence_Req
Closing Ll Bye Train_Type Ticket Hour_Req Trip_timeReq
Undefined i s gaie de Lo T don't have any penny Departure_hour ~ Hour_Cpt Price_Req Clarification_Req
Waiting 4l il Wait a bit Arrival_hour Departure_Cpt Booking_Req
Request Information O 7 A il When the train leaves Day Arrival_Cpt Dialogue concepts
Acceptance Sleds oAb Ok, leave it for me Origin Price_Cpt Rejection Salutation_Begin
Rejection R No No Destination Class_Cpt Acceptance  Salutation_End
Fare Trip_time Politeness
Class Ticket type
. Link concepts
expert set the threshold concept and each term with a frequency Choice Out of vocabulary
value above this threshold is considered as a domain concept. Coordination Out

To justify this choice, we conducted an empirical study which
consisted in taking, each time, a small part of the corpus and
calculate the frequency of threshold concept fixed by the expert.
We noticed that the frequency of the threshold concept « 252
increases with the size of the corpus but it remains the lowest
value.

The result of this statistical method gives a list of domain
terms. Several sets of terms represent the same concept. So, it is
necessary to gather them and represent them by a single concept.
For this reason, we relied on the domain expert to define for each
set of terms a well defined concept.

The annotation scheme defined for concept labels respects
many of the principles used in other works to annotate speech
corpora, with a structure which covers the most specific details
of the task. In fact, the annotation scheme used to annotate the
TUDICOI corpus is inherited from the Interchange Format (IF)
[31]. We have used a two-level annotation. The first level covers
the general intention of the utterance by means of dialogue acts
while the second level gives more specific information about the
task. The second level represents the most important semantic
details which are called semantic concepts.

The dialogue acts used in the first level are shown in
Table III and the semantic concept labels used to label all the
versions of the annotated corpus are shown in Table IV.

Given the complexity and time-consuming nature of the
manual annotation task, we have only annotated 1476 dia-
logues. These dialogues represent 5047 client turns. The most
important characteristics of the annotated corpus are shown in
Table V.

The annotations were made by two annotators. For each an-
notated part of the TUDICOI corpus, we calculated the Kappa
coefficient to guarantee an agreement between annotators. Then,
annotation results are checked by a domain expert.

IV. ONTOLOGY-BASED METHOD FOR CONCEPTUAL LABELING

The lexical analysis of the TUDICOI corpus shows that ut-
terances are characterized by the use of keywords and the ab-
sence of a definite grammatical structure. This led us to use a
method guided by lexical semantics. Indeed, we try to build a
knowledge base which gathers Tunisian dialect words with their
semantic relations in a meaningful semantic network. The in-
tegration of a knowledge base consists in using ontologies for
conceptual labeling of spoken utterances in the TD. Indeed, on-
tologies have been used in several systems for semantic anno-
tation. We can cite the work of [32], which uses ontology to

TABLE V
MAIN CHARACTERISTICS OF THE ANNOTATED CORPUS

# Annotated dialogues 1476
# Annotated client turns 5047
# Annotated words in client turns 16772

Annotated
utterance

Processed
utterance

Transcribed
utterance

Preprocessing Semangc
annotation

A 4

Nouns base
Verbs base
Cities base
Composed words base

Semantic
interpretation

Concept
sequence

Fig. 1. Ontology-based method for conceptual labeling of TD utterances.

provide a domain-independent semantic representation of the
understanding module in a dialogue system.

To build a domain ontology, we have proposed in previous
work a hybrid method for semi-automatic construction of do-
main ontologies. This method is based on the same statistical
method to extract task concepts, and a linguistic method for the
identification of semantic relations between concepts. The pro-
posed method is implemented via the ABDO tool (Assistant for
Building Domain Ontology) which helps us to generate the RIO
ontology (Railway Information Ontology) [33]. The RIO on-
tology is available online at [34].

The conceptual labeling using the RIO ontology consists of
three basic steps which are: preprocessing of transcribed ut-
terances, semantic annotation and finally semantic interpreta-
tion [35]. Fig. 1 illustrates the different steps of speech labeling
based on the domain ontology.

A. Preprocessing

The main idea of this step is to treat the client’s turn in order
to reduce the structure complexity and to standardize the words.
It is an important step to get a correspondence between spoken
words and ontology’s instances to label them by ontology con-
cepts. This requires the use of five bases which are a noun base,
a verb base, a city base, and compound word base. This pro-
cessing step poses a major challenge because we are processing
the TD which suffers from lack of tools and linguistic resources.
So, the used bases are created manually by a domain expert
during the construction phase of the RIO ontology.
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sy
Train_Type

Qi s o
Destination Semantic relation
Origin

Fig. 2. Semantic annotation using concepts of the domain ontology.

B. Semantic Annotation

After the preprocessing step, we label utterances based on the
RIO ontology concepts. In fact, we exploit our knowledge base
and we seek the presence of the word which will be labeled
among instances of all ontology concepts. It should be noted
that it is possible that a word can be labeled by one concept,
or by two concepts, or may be labeled as “O” (for Out). In the
case where the word is labeled as “O”, this means that the word
is not present in the RIO ontology. This is due to the presence
of truncated words, out of vocabulary, and other speech phe-
nomena which we are not dealt with in this work. In the case
where the word is labeled by two concepts, it is possible to im-
prove the semantic labeling through a semantic interpretation
phase presented in the following section. In the case where the
word is labeled by one concept, this means that it is the correct
one since this word appears as an instance for this concept in
the RIO ontology.

The use of the RIO ontology for the semantic annotation step
does not provide a good contribution, and it is only used as a
domain dictionary. But the major contribution of the RIO inte-
gration is the exploitation of semantic relations for the interpre-
tation step, described in the next section.

C. Semantic Interpretation

The semantic interpretation can be defined as a semantic de-
coding. It helps to clarify the semantic relation present in utter-
ances to increase the accuracy of comprehension. In this step,
we try to improve the previous step by exploiting the semantic
relation of the RIO ontology. We should establish a correspon-
dence between the semantic relations of the ontology and the
semantic relations in the utterance. We perform the interpreta-
tion step only in the case where a word is annotated with two
different concepts.

We detect all the semantic relations in the utterances during
the annotation step. Then, we use this information to look for
the target of the semantic relation in the RIO ontology. The
target of the semantic relation is the best annotation which must
be attributed to the word. To explain the proposed method for
semantic interpretation, we give the following utterance as an

example: “ Gl sl ccp Tunis Express.” The pretreatment

step transforms this utterance as follow “wslowsSl (uis o,
Then, we perform the semantic annotation presented in Fig. 2.
We notice that the word “uw%” “Tunis” has two different
semantic concepts. It is annotated as “Destination” and as
“Origin.”

Now, we apply the semantic interpretation step. To well ex-
plain this further, we firstly present an extract from our on-
tology on a semantic network representation shown in Fig. 3.
In this figure, the instance “v+%” “Tunis” belongs to two dif-
ferent concepts. The presence of the semantic relation “ll»
“t0” helps to choose the correct interpretation of the word. So,
the word will be annotated by the target of this relation, which
is “Destination.”
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Fig. 3. Extract from the domain ontology.

During semantic interpretation to detect the semantic rela-
tions, it is possible to find many different relations. So we take a
strategy to consider the closest semantic relation from the right
or the left of the word to be labeled. This is due to the varied
possibilities of word order in an utterance. Once a semantic
relation is used in one interpretation, it is not used for other
interpretations.

V. STATISTICAL MODEL FOR CONCEPTUAL LABELING

A. Statistical Conceptual Labeling

Previous works have dealt with the conceptual labeling task
by means of statistical models which have been widely used
from generative to discriminative models. Raymond [4] has
compared the SFST generative model to the CRF discrimi-
native models and Wang [36] has shown that discriminative
models are able to incorporate the correlated features in CRF.
This advantage has reduced the error rate for spoken language
understanding compared to the generative model [4]. Due to the
importance of CRF models, [37] have used CRF in all stages
of the understanding module, from slot filling to user intent
detection. Based on their advantage, we chose the CRF models
as a representative discriminative model to evaluate its perfor-
mance on transcribed speech in the TD which is not segmented
into utterances and with different types of processing.

Several works have dealt with the problem of conceptual la-
beling of the spoken language understanding using statistical
methods for different languages. But these works are usually in-
terested in dialogues which are segmented into utterances. Our
proposal in these experiments is to test the performance of CRF
models on the spoken TD to label the non-segmented turns. This
situation seems to be more realistic since the speech recognition
component provides turns as output which are not segmented
into utterances. This idea is inspired from the work of Martinez
[7] who performs the labeling task, using HMM in the most re-
alistic situation where the segmentation of turns into utterances
is not available.

B. CRF Based Models

CREF are undirected graphical models trained to maximize a
conditional probability [38].

Lafferty et al. [38] define the conditional probability of a label
sequence y = yi1...Vn given an observation sequence x =
X1 ...Xp as:

1 .
p(y/x) = m exp Z Ajty (¥i-1,¥i: %, 1)

]

+ 3 s (vi, %, i)) ()

k
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With:

Z(X) = ZGXP ZA]t_] (Yi—17Yi7Xa 1)
y J

+ ) sk (vix, i)) @)
k

z(x) is the normalization factor that makes the sum of all prob-
abilities equal to one. t;(yi_1,yi, X, 1) represents the transition
feature function of the entire observation sequence and the la-
bels in positions i and i — 1 in the label sequence. sy (y;,x, i)
represents the state feature function of the label in position i in
the observation sequence. A; and iy are parameters which are
estimated from training data. £ and s are usually binary functions
satisfying a certain combination of labels and observations and
they are applied to each position of the sequence. These latter
are defined by the user. They reflect his knowledge about the
domain. They are weighted by A; and . which give the impor-
tance of the provided information to determine the best concept
sequence.

C. CRF for Conceptual Labeling of Speech in the TD

Learning CRF models consists in estimating the parameter
vector @ = (A1, A2, ... Ajn,y o1, 2, - - -, k) from the training
data (x(i), y(i)),i = 1...N

Given the model as defined in Equation (1), the most probable
concept sequence y* for an input X, is:

y* = arg maxy p(y/x) (3)

In practice, this problem is reduced to an optimization problem.
In general, it is usually solved using the quasi-Newton methods
such as the L-BFGS algorithm [38].

Fig. 4 details the different steps performed to learn the CRF
models for the TD from manual conceptual annotation. Then,
we infer the learned models by means of a new speech which
was not used in the training corpus.

After the learning step, the application of CRF to new data
aims to find the most likely sequence of concepts given a new
sequence of observations which has not been present in the
training corpus, yet. This includes the following steps:

—Turn processing: in this step, we perform lexical normal-
ization and synonym treatment using a lexicon dictionary for
the railway inquiry task. This dictionary helps us to correct the
orthography and replace each word by its synonym. Also, we
perform a shallow morphological analysis for verbs and nouns.

—Automatic conceptual labeling: it is an essential step in the
proposed method. It consists in labeling dialogue turns based
on CRF models already learned offline. As with other stochastic
methods, it is obtained with a Viterbi algorithm.

The automatic conceptual labeling step is based on CRF
models. Parameters of CRF model are learned through a
training corpus annotated manually. But before the annotation
phase, the training corpus must be treated to normalize structure
and reduce the complexity of client turns. These treatments are
the same in the training step and the automatic conceptual step.
Indeed, this helps us to model the same type of data on the
learning level and the conceptual decoding during the test.
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VI. COUPLING KNOWLEDGE BASE WITH
A STATISTICAL MODEL

Given the advantage of ontologies which gather semantic
knowledge about a domain, and given the advantage of CRF
models which take into account correlation and dependence be-
tween words in the same utterance, we propose a new method
for robust conceptual labeling of the TD speech in the railway
information task. The proposed method is based on the integra-
tion of the domain ontology with CRF models. Indeed, CRF
models are very powerful in the labeling task with minimal pro-
cessing on data, while the ontology provides the ability to inte-
grate domain knowledge which is not present or just somewhat
present in the training data. So the integration of a domain on-
tology overcomes the drawback of statistic models, and adds
prior knowledge about the domain.

The proposed hybrid method for speech understanding of the
TD is shown in Fig. 5. It consists of three basic steps: turn pro-
cessing, automatic conceptual labeling, and integration of the
domain knowledge. The first two steps are the same steps as
those described above.

The knowledge integration step is the new contribution in this
method. It is used to improve the annotation and semantic inter-
pretation by the use of the RIO ontology. The domain ontology
gathers specific knowledge about the railway inquiry task such
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TABLE VI
RESULTS OF CONCEPTUAL LABELING BASED ON DOMAIN ONTOLOGY

CER 10.03%
Precision 84.67%
Recall 55.43%
F-measure 67%

as train schedules, cities and train stations, and other general
knowledge such as days, months and numbers. This step inte-
grates the same interpretation step based on a semantic relation
of'the RIO ontology, as detailed above. To cover the domain lex-
icon, we updated the ontology by other domain instances used
in the SNCFT database.

VII. EXPERIMENTS AND RESULTS

In this section, we report the experiments that we performed
with the TUDICOI corpus to test the performance of the three
proposed methods (Ontology-based, CRF-based, CRF/On-
tology based) described above. These experiments give us
an overview about the method for conceptual labeling most
suitable for under-resourced languages, since we were dealing
with a small-size corpus for the TD. In our case, the conceptual
labeling task consists in associating all conceptual labels to the
whole dialogue turn which is not segmented into utterances.
This represents the most realistic situation.

The evaluation of the obtained concepts sequence is given in
terms of F-measure and Concept Error Rate (CER). The CER
is computed as an incorrect prediction with reference concepts,
and the F-measure is a combination between precision and
recall.

2 x Precision x Recall « 100

F — measure =

4)

Precision + Recall
Fincorrect_ concept_pr ediction

CER = (%)

#reference_ concepts

A. Results of the Ontology—based Conceptual Labeling

In this section, we evaluate the performance of the conceptual
labeling method based only on the RIO ontology.

To populate the ontology with terms used in railway inquiry,
we used a training corpus which consists of 13555 words. Then,
we used a test corpus composed of 3217 words to evaluate the
proposed method based only on the domain ontology. The re-
sults of the conceptual labeling task based on the RIO ontology
are reported in Table VL.

From the obtained results, we can conclude that the ontology-
based method is able to perform automatic conceptual labeling.
Indeed, the RIO ontology helps us to find the correct conceptual
label for the words through the exploitation of the ontology’s
concepts as it helps to link them through semantic relations de-
tected at the same time in the turn and in the ontology.

However, the failure of this method is evident in the case of
the absence of lexical semantic relations in the turn, which com-
plicates the conceptual labeling task. This is due to the fact that
the client’s utterances are generally based on intonation to in-
dicate their requests (a question, a clarification, an acceptance,
etc). An instance of the failure of the ontology-based method is
presented in the following example: “2403 U9 “Typis First
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TABLE VII
TUDICOI CorpruUS SIZE

Training Test
Dialogues 1202 267
Turns 4131 906
Words 13555 3217

Class.” In this example, the word “v$” “Tunis” is labeled by
two different concepts because of the absence of a relationship
to indicate if it is a destination or an origin. But the most prob-
able case is to consider this word as a destination city. That’s
why we integrate the use of stochastic knowledge to model the
most likely case based on a training corpus.

B. Results of CRF-based Conceptual Labeling

There are many works which dealt with the conceptual la-
beling task using statistical models. The majority of these works
used segmented turns with big data [39], and few of them used
unsegmented turns [7]. In our knowledge, there are no works
that handled CRF models with unsegmented dialogue turns.
This is the most realistic case since a speaker’s turn is the output
of the recognition module in a dialogue system. In addition,
dealing with unsegmented turns reduces the manual segmenta-
tion of turns into utterances. For this reason, we would like to
test the performance of CRF models on unsegmented dialogue
turns in the TD learned from a small-size corpus.

For these experiments, we have prepared three versions of
the annotated corpus. The first one is a raw corpus (called Set
I) which is not been treated beforehand. The raw version of
the TUDICOI corpus presents many complex problems. In fact,
words do not respect the same orthography, so, we can find the
same word transcribed with different forms. Also, we can find
many morphological problems due to the TD features. As an
example, a word can be agglutinated with other words. Exper-
iments on the raw version of the TUDICOI corpus, helps us to
test the performance of CRF models on complex and unseg-
mented turns. In the second version of the annotated corpus
(called Set II), we performed a morphological analysis for the
verbs and the nouns, a lexical standardization and a synonym
processing. In the third version of the annotated corpus (called
Set III), we ameliorated the second version. In fact, we per-
formed a morphological analysis for the verbs and the nouns,
a lexical standardization and a synonym processing. Then, we
treated the cities’ names. This consists in dissociating the con-
cept marker from the city’s name and gathering a city’s name
(as a compound word) if it is composed of two words. As an ex-
ample of compound city’s name is «dd s ow “Bir Bouregba.”

We used the exhaustive cross validation to divide the corpus
into two parts. The first part of the annotated TUDICOI corpus
represents 80% which is used for the training and the remaining
20% is used for the test. Table VII shows the characteristics of
these parts.

After the manual annotation step, we converted the annotated
corpus into a standard annotation adopted by CRF. In fact, we
had to convert the conceptual annotation into sequence labels
in order to represent this as a sequence labeling problem. The



GRAIJA et al.: STATISTICAL FRAMEWORK WITH KNOWLEDGE BASE INTEGRATION FOR ROBUST SPEECH UNDERSTANDING OF THE TUNISIAN DIALECT

TABLE VIII
CONCEPTUAL LABELING RESULTS OF SET I (RAW DATA)

Template0 Templatel Template2 Template3

CER (%) 20.05 10.44 8.98 8.47

Precision (%) 79.19 88.50 89.86 90.33

Recall (%) 76.36 80.45 79.68 79.21

F-measure (%) 717.75 84.28 84.46 84.40
TABLE IX

CONCEPTUAL LABELING RESULTS OF SET II

Template0 Templatel Template2 Template3

CER (%) 18.65 9.05 8.39 7.70

Precision (%) 80.72 90.22 90.75 91.45

Recall (%) 78.13 83.57 82.47 82.47

F-measure (%) 79.40 86.77 86.41 86.73
TABLE X

CONCEPTUAL LABELING RESULTS OF SET III

Template0 Templatel Template2 Template3

CER (%) 20.05 9.19 8.51 7.86
Precision (%) 79.28 90.12 90.66 91.26
Recall (%) 76.75 83.93 82.68 82.24
F-measure (%) 77.99 86.92 86.48 86.52

standard scheme adopted in CRF respects the fact that mul-
tiple words can be annotated with the same conceptual label.
This label scheme is called BIO annotation. The label starting
with (B-???) refers to the beginning of the conceptual segment,
(I-7??) refers to any word in the conceptual segment, and finally,
O is for words that do not refer to any conceptual label. This an-
notation is able to segment two different conceptual labels of
the same type appearing side-by-side [5].

In the first experiment, we used CRF models for conceptual
labeling, i.e. associating a conceptual label to each group of
words in the turn. Then, we ameliorated the features introduced
to CRF models. In fact, we began our experiments with a simple
template (Template 0) which represents a simple semantic anno-
tation. It is only based on states and transitions of CRF models
only. Then, we improved the first result by adding unigram fea-
tures which take into account the previous and the next word
in the turn (Template 1). Then, we added to Template 1 another
feature which incorporates two words before and after the cur-
rent word to be labeled (Template 2). Finally, we incorporated
in Template 2 correlated features which take into account the
correspondence between the current word and the previous one
and the current word and the next one (Template 3).

After the preparation of the different versions of the anno-
tated corpus and the different types of templates, we learned the
CRF models to check their performance in the different types of
treated data in the TD. The results are reported in Tables VIII,
IX and X.

2319

TABLE XI
CHARACTERISTICS OF THE TEST CORPUS

#Dialogues  #User words
Client turns
A D X Total
267 3217 79 42 45 oo
41.83% 5321% 4.96%
TABLE XII

CER RESULTS USING TEMPLATE3 ACROSS THE DIFFERENT SETS A, D AND X
AND WITH DIFFERENT TYPES OF PROCESSED DATA (SET I, SET II AND SET III)

Set I Set I Set I1I
A 7.29% 6.15% 5.74%
D 9.92% 9.66% 10.61%
X 10.52% 8.78% 8.77%

In our experiments, we used the CRF + + toolkit [40]. It is a
simple, customizable and open source implementation of CRF
for segmentation and labeling of sequence data.

Tables VIII, IX and X compare the conceptual error rate
(CER) and the F-measure with different templates set across
different types of data.

For all types of data (Set I, Set II and Set III), the CER sig-
nificantly decreases across the different types of templates. So,
the amelioration of templates affects the number of features to
train CRF models. However, the differences of CER across dif-
ferent types of preprocessed data are not very significant. This
proves that CRF models perform well with slightly treated data.
In fact, the CER does not decrease significantly between dif-
ferent types of data especially between Set II and Set III. This
is a very important result since CRF models perform well with
minimal preprocessing on the training data. This shows the ro-
bustness of such a model with noisy data in comparison with
a knowledge-base method which requires robust preprocessing
for the training data. In addition, and through a manual exam-
ination of automatic labeling result using CRF, we found that
the CRF models have the ability to detect the composed tokens
specific to the task and label them correctly.

We have also performed other experiments based on the CRF
models learnt above. We classified the set of client turns into
three types of requests, according to the standards proposed by
the ARPA community [41]. These sets are context-independent
requests (Set A), context-dependent requests (Set D) and finally
out of context requests (Set X).

Table XI gives an overview of the different sets. These ex-
periments helped us to know the source of the error. Obtained
results are shown in Table XII. It is clear that errors are due to
the presence of out of context utterances (Set X) and context
dependent utterances (Set D), since we are interested in the lit-
eral conceptual labeling and not the contextual one. That’s why
context dependent utterances increase the CER.

As a conclusion, and despite the raw quality of the first set,
CRF performs well in comparison with the automatic concep-
tual task using a knowledge base method. In fact, CRF do well
compared to the results reported in Table VI using the domain
ontology as knowledgebase with well-performed data prepared
in advance.
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TABLE XIII
LABELING RESULTS USING CRF MODELS (USING TEMPLATE3 ON SET III)
WITH DOMAIN ONTOLOGY INTEGRATION

Precision Recall CER F-measure
92.27% 84.94% 7.11% 88.45%
TABLE XIV

COMPARISON BETWEEN OUR PROPOSED METHODS

Method F-measure CER
RIO Based 67.00% 10.03%
CRF Based 86.52% 7.86%
CRF/RIO Based 88.45% 7.11%

Through a manual examination of automatic conceptual la-
beling data using CRF models, we have detected another source
of failure. This failure is due to the presence of new words which
belong to the lexicon of the task, and which are not presented
in the training corpus. This is already the major drawback of
the statistical models. As an example, the city’s name “ws> >
“Jarjiss” is annotated by CRF models as “O” (Out) because it
does not appear in the training corpus. Other examples can be
cited such as the day’s name, the month’s name, numbers and
times which can be found in the SNCFT database. This is due
to the small size of the corpus used to learn the model. So, we
integrated a domain ontology to solve this problem.

C. Statistical Results with Integration of a Domain ontology

In this section, we evaluate the proposed hybrid method based
on the coupling between CRF models and the domain ontology.

In these experiments, we used the same CRF models already
learned using the CRF++ tool. Also, we used the RIO ontology
generated by the ABDO tool (Assistant for Building Domain
Ontology), and we updated it with other bases from the SNCFT
company. To learn CRF models, we used the same training
corpus used in the experiments above. Indeed, this corpus con-
sists of 13555 words annotated in terms of domain concepts for
training, and we used 3217 words as test corpus. In addition, the
turns used for training and for the test are not segmented into ut-
terances. Table XIII reports the conceptual labeling evaluation
based on coupling CRF models with the domain ontology.

The hybrid method proposed for the conceptual labeling of
turns in the TD performs well by decreasing the error rate and
increasing the F-measure in comparison with a method based
only on CRF models (from 7.86% to 7.11% as CER and from
86.52% to 88.45% as F-measure). Indeed, the integration of a
knowledge base through the ontology has improved the perfor-
mance of CRF models by adding new words which does not
appear in the training corpus. These new words represent about
3% of the test corpus. Indeed, the integration of the ontology has
reduced the number of incorrect predictions, from 219 to 198,
which helps to reduce the CER of 0.75%.

In order to compare the different methods proposed, we
present in Table XIV a summary of results obtained.

In our method, we perform the understanding task in the most
realistic form where dialogue turns are not segmented into ut-
terances. In addition, we model CRF from a small-size corpus.
The RIO based method does not perform well for the conceptual
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labeling task compared to the CRF or CRF/RIO based methods.
In addition, building the RIO ontology is not an easier task than
building a manually annotated corpus. This is due to the tedious
task to define semantic relations by a linguistic expert. How-
ever, the ontology annotation is easier than manual conceptual
labeling to obtain the training corpus. The RIO based method
has failed in the case where semantic relations have not been
present in the utterance. That’s why the two other methods per-
form well in comparison with the RIO based method.

Finally, we can conclude that the proposed hybrid method for
speech understanding is efficient in the case of the TD which
suffers from lack of linguistic resources and tools for automatic
processing. In fact, we have used a small-size corpus to learn
CRF models. Thereafter, we have improved CRF performance
by the integration of the domain ontology which allows adding
prior knowledge about the task. Indeed, the CRF models can not
take into account the words rarely used in the training corpus,
as they do not recognize the new vocabulary. The integration
of the ontology has overcome the failure of the CRF models by
adding a knowledge layer about the task.

VIII. CONCLUSION

In this paper, we proposed an original method for speech
understanding of the TD. This method is based on the coupling
between the CRF models and domain ontology. CRF models
perform conceptual labeling. These models take into account
the dependency between the words in a probabilistic model.
However, the domain ontology gathers all the lexicon used in
the task, even those which do not appear in the training corpus.
Our method is applied to the most realistic case where turns
are not segmented into utterances. The obtained results are
interesting. Indeed, we have increased the F-measure and de-
creased the error rate in comparison with the RIO-based method
or CRF-based method. The insufficiency of CRF models is
due to the small size of the corpus. So the integration of the
domain ontology helps to ameliorate the conceptual labeling
task, by adding a new lexicon of the domain. This idea is
very interesting not only for Arabic dialects which suffer from
lack of linguistic resources but also for other under-resourced
languages.
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