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Combination of Language Models for Word
Prediction: An Exponential Approach

Daniel C. Cavalieri, Sira E. Palazuelos-Cagigas, Teodiano F. Bastos-Filho, and Mário Sarcinelli-Filho

Abstract—This paper proposes an exponential interpolation
to merge a part-of-speech-based language model and a word-
based n-gram language model to accomplish word prediction
tasks. In order to find a set of mathematical equations to
properly describe the language modeling, a model based on
partial differential equations is proposed. With the appropriate
initial conditions, it was found an interpolation model similar to
the traditional maximum entropy language model. Improvements
in keystroke saved and perplexity over the word-based n-gram
language model and two other traditional interpolation models
is obtained, considering three different languages. The proposed
interpolation model also provides additional improvement in hit
rate parameter.

Index Terms—Natural language processing, word prediction,
combination of language models.

I. INTRODUCTION

WORD prediction systems (WP) were developed as a
communication aid method, in order to increase mes-

sage composition rate for people with severe motor and speech
disabilities [1]. Nowadays, text prediction methods suitably
integrated into user interfaces can benefit anyone trying to
produce text messages or commands [2]. Generally, prediction
refers to those systems that guess which letters, words, or
phrases are likely to follow a given segment of a text [3].
In [4] and [5] the word prediction system is considered as
an important task within the context of Natural Language
Processing (NLP), in which the goal is to predict the correct
word given a particular context. In all the cases, the main goal
of these systems is to increase the keystroke saving (KSS),
which is the percentage of keystrokes that the user saves by
using word prediction systems, besides ensuring a good quality
of the produced text.

There are several WP systems that have been and are being
developed using distinct methods for different languages [3],
[6]. Traditionally, these systems have been based on statisti-
cal n-gram language modeling. Recently, more sophisticated
language models have been developed in order to improve
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the performance of these traditional language models [7]. In
many cases, each one of these language models explores and
captures separately specific phenomena of natural language.
Here, a question that naturally arises is: how to build more
powerful and complex language models, capable of integrating
all language components such as syntactic, semantic and
morphological structures?

To answer this question, the more efficient method is to
combine them in some optimal sense [8]. A simple and widely
combining method is the linear interpolation, which takes
into account a weighted sum of the probabilities given by
the component language models. Normally, it is used to add
a Part-of-Speech (POS) cache-component to a word n-gram
model [9], taking into account the semantic structure of the
language [10], or both POS and semantic structures [11].
Nonetheless, according to [12] even if the perplexity of the
linear combined model is minimized, this type of methodology
does not guarantee optimal use of the different information
sources. This way, [13] proposes a method based on the Latent
Maximum Entropy Principle, which extends the basic principle
of maximum entropy proposed in [14], incorporating a hidden
dependence structure. Distinct from linear interpolation, this
approach generates probabilistic models capable of capturing
all information from different sources, but with computational
limitations in the estimation of the model parameters. In order
to improve this, [13] also proposed a methodology based on
Directed Markov Random Fields, first developed in [15]. With
this model, the authors were able to combine a word trigram
model, a probabilistic model based on context-free grammar
and a probabilistic model based on latent semantic analysis.
In the same way, [16] proposes the Sentic Computing, which
involves the use of Artificial Intelligence and Semantic Web
techniques to represent knowledge, mathematics to perform
tasks such as graphical representations and dimensional reduc-
tion, linguistics to discourse analysis, psychology to cognitive
and affective modeling, sociology to better understand the
dynamics and influence of social networks and, finally, ethics
to understand the relationships between nature of mind and
creating emotional machines. In this sense, Figure 1 shows an
envisioned evolution proposed by [16] of Natural Language
Processing (NLP) research through the main elements of
natural language: syntactic, semantic and pragmatic. However,
it is not clear in their work how to combine all this information
to be used in pratical systems. Then, the idea of using partial
differential equations, proposed in this work, seems interesting
as we can mathematically model the best path to combine all
the main elements in the natural language processing and, then,
improve the Sentic Computing methodology.
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Fig. 1. Envisioned evolution of NLP research (extracted from [16]).

As it can be seen, the above-mentioned language models
reached a high level of mathematical (and computational)
complexity, despite the efforts dedicated to minimize it. Such
models are widely used in applications such as automatic
speech recognition (ASR) and machine translations (MT).
However, when dealing with word prediction, it is recognized
that the syntactic structure of the language plays a key role,
many times a primary one, in the composition of the language
model. Thus, this work is motivated by the assumption that
n-gram models could be more effective in WP, as the main
model, performing its combination with POS-based language
models, which provides additional information, and proposes
a novel exponential approach, theoretically based on partial
differential equations to combine them. As in many natural
processes, once determined such differential equations, that
characterize a particular system, it is possible to extract
relevant information about them. Figure 2 gives a general
overview of the proposed methodology.

Fig. 2. General overview of the proposed methodology.

Our hypothesis was tested using English, Portuguese and
Spanish. For each language, a word n-gram model (with
n = 4) and a m-POS language model (with m = 3) formed by
the linear interpolation of three different POS-based language
models was built, with each linear weight coefficient (β) based
on the Area Under a Receiver Operating Characteristic Curve
(AUC). To corroborate the methodology, results obtained using
the proposed interpolation model were compared with the
linear and geometric interpolations, respectively described as

P
(linear)
interpolation(wi|wi−(n−1), ti−(m−1)) =

α·[Pn−gram(wi|wi−(n−1))]+
+(1− α)·[Pm−POS(wi|wi−(m−1))]

(1)

and

P
(geometric)
interpolation(wi|wi−(n−1), ti−(m−1)) =

[Pn−gram(wi|wi−(n−1))]α·
·[Pm−POS(wi|wi−(m−1))](1−α).

(2)

Some studies are presented here as frameworks to com-
pare our proposal, in terms of performance. Among them,
it is worth mentioning the word prediction system based
on word classes and topics presented in [17], the language
model proposed in [18], defined as a linear combination of a
word n-gram model and a POS-based language model, both
for English, and the statistical POS-based language model
proposed in [19] for Spanish. It is also important to mention
the hybrid model initially proposed in [20] and used in [21] for
French, constituted by a geometric interpolation of a Topic-
based model and a Word-based model. Improvements for
each language model in terms of keystroke saved (KSS) and
perplexity (PP) are shown here, in addition to a demonstration
of an improvement in the number of words predicted before
the user typed any letter (known as hit rate - HR).

The main contributions of this work can be described as a
proposal of:

1) a general mathematical model, based on partial differen-
tial equations, that represents a WP language model;

2) a novel interpolation method based on an natural expo-
nential interpolation of a word-based n-gram model and
a POS-based language model.

The rest of the paper is organized as follows: section II gives
a general overview of the Word-based model and the POS-
based model. In Section III our proposed interpolation method
to combine these language models is addressed. Section IV
reports the outcome of experimental evaluations conducted
using a WP system in English, Portuguese and Spanish.
Finally, Section V shows conclusions and outlines for future
works.

II. LANGUAGE MODELS

A. Word-based Language Model

In word prediction, a statistical language model tries to
predict the next word based on the history of previous words.
This idea of word prediction is formalized by probabilistic
models called n-gram models, which in turn predict the next
word from the n− 1 previous words. In its simplest version,
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the unigram model only considers the absolute frequency of
the word. When using this model, at each moment the most
frequent words that begin with written letters of the word
in progress are predicted. When considering the sequence of
words, or the probability that each word follows the previous
words, there exist bigram, trigram, . . . , n-gram. Otherwise,
suppose a sentence in which the sequence of words given so
far is

wi−(n−1) . . . wi−2 wi−1 cwi,

where wi−n−1 are the n − 1 previous words and cwi is the
current word prefix typed by the user. Thus, the bigram model
(n = 2) is given by

Pbigram(wi|wi−1) =
F (wi−1wi)∑
wi
F (wi−1wi)

. (3)

Such equation can be simplified, since the sum of all the
bigrams beginning with the wi−1 must be equal to the count
of the word unigram. Then,

Pbigram(wi|wi−1) =
F (wi−1wi)

F (wi−1)
, (4)

which can be easily extended to the n-gram model, or

Pn−gram(wi|wi−(n−1)) =
F (wi−(n−1) . . . wi)

F (wi−(n−1) . . . wi−1)
, (5)

where F (wi−(n−1) . . . wi) and F (wi−(n−1) · · ·wi−1) are the
frequencies of the n-th e (n− 1)-th previous word sequences,
respectively.

One disadvantage of the word n-gram language model
is its large number of parameters. Another disadvantage of
the word n-gram language model is its high dependence on
the discourse domain when measuring perplexity on a set
of different texts belonging to (or outside of) the linguistic
domain of the training corpus.

B. POS-based Language Model

A solution to overcome the data sparseness problem and
reduce the dependence on the discourse domain consists of
grouping words together into equivalence word classes (or
POS in our case), instead of those of individual words. In
this context, before detailing the POS-based language model
itself, it is interesting to (briefly) describe the technique used
to determine the POS tagset used in this paper.

As showed in [22], the use of some major POS (noun,
verb, adjective, etc) along with some inflections like gender
(masculine, feminine, neuter), number (singular, plural, neuter)
and person (1st, 2nd, 3rd, 1st/3rd) can generate accurately
POS-based word predictors with a relatively low speed list of
predicted words. Thus, an initial POS tagset was first derived
by selecting the most functional POS tags correspondent to
English, Spanish and Portuguese. Even showing a relatively
low number of POS tags, this work also used the methodology
developed in [23] to further reduce the number of POS tags
in Spanish and Portuguese. Table I shows the POS tagset and
the morphological analyzer used to each language.

By modeling the language with POS tags, the system
predicts the next POS tag to be produced in the current

TABLE I
POS TAGSET TO PORTUGUESE, SPANISH AND ENGLISH.

Portuguese Spanish English

Morphological
Analyzer PALAVRAS[24] HISPAL[25] ENGCG[26]

Initial Number
of POS tags 259 282 129

Set of
Functional
POS tags

71 82 54

Reduced POS
tagset using

[23]
66 66 54

sentence and narrows the amount of possible next words when
each letter of the word is entered. In other words, a syntactic
predictor has access to the following sequence of words and
POS tags to predict the current word:

· · · wi−2/ti−2 wi−1/ti−1 cwi,

where ti−2 and ti−1 are the POS tags of the previous words
wi−2 and wi−1, respectively, and cwi is the current word prefix
typed by the user. The algorithm predicts words starting by
cwi.

There are different methods for incorporating the statistical
POS tag information into the word predictor [18]. As in [19],
the syntactic predictor (with m = 2) was estimated by

P2−POS(wi|wi−1) =
|T (wi−1)|∑
r=1

|T (wi)|∑
s=1

P (tsi |tri−1)·

· P (wi|tsi ) · P (tri−1|wi−1),

(6)

where |T (wi−1)| is the total number of POS tags that may
be assigned to the previous word wi−1 and |T (wi)| is the
total number of POS tags that may be assigned to the current
word wi. P (tsi |tri−1) is the bigram POS tag probability (the
probability of tsi being tri−1 the tag of the previous word), and
P (wi|tsi ) is the conditional probability of the word wi given
tsi as its POS tag. P (tri−1|wi−1) is the conditional probability
of the previous word wi−1 to be tagged with its rth tag tri−1.

This method can be extended to include in the prediction as
many previous words as desired. The current system considers
a maximum of two previous words in the prediction (3−POS
model), or

P3−POS(wi|wi−1, wi−2) =
|T (wi−2)|∑
p=1

|T (wi−1)|∑
r=1

|T (wi)|∑
s=1

P (tsi |tri−1t
p
i−2)·

· P (wi|tsi ) · P (tri−1|wi−1) · P (t
p
i−2|wi−2),

(7)

where |T (wi−2)| is the total number of POS tags that may be
assigned to the previous word wi−2.

There is an important difference concerning the POS-based
language model used within this paper and the ones used in
works like [18]. The difference lies in the calculation of the
POS tag probabilities P (tsi |tri−1) and P (tsi |tri−1t

p
i−2). Tradi-

tionally, these probabilities are calculated using the frequencies
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of the previous word classes, or

P (ti|ti−(m−1)) =
F (ti−(m−1) · · · ti)
F (ti−(m−1) · · · ti−1)

. (8)

In this work, a traditional statistical POS-based language
model (equation 8), a Logistic Regression POS-based language
model and a Naive Bayes POS-based language model are
combined using the area under ROC curve (AUC). This
methodology was proposed based on the work presented by
[27], which propose different POS-based language models to
Brazilian Portuguese.

ROC curve1 is a technique for visualizing, organizing and
selecting classifiers based on their performance. To compare
classifiers it is possible to reduce the ROC performance to
a single scalar value representing the expected performance.
A common method is to calculate the AUC, which has
an important statistical property: the AUC of a classifier is
equivalent to the probability that the classifier will rank a
randomly chosen positive instance higher than a randomly
chosen negative instance.

The AUC is usually estimated in the same way as the error
rate, and to classify the accuracy of a classifier using this
measure, the following equivalence is adopted:
• 90% 100%: excellent;
• 80% 90%: very good;
• 70% 80%: good;
• 60% 70%: fair;
• 50% 60%: poor;
• < 50%: fail.
This way, a classifier that obtains an AUC of 86%, for

example, will be considered a very good classifier, with a score
of β = 0.86. In the same way, if a classifier obtains an AUC
less than 50% it will fail and the score will be approximated
to β = 0.

ROC analysis and AUC are commonly employed in two-
class problems and with more than two classes, as in our
case, the situation becomes much more complex. For handling
this problem, different AUCs were calculated, one for each
POS tag, using the one-against-all method. Thus, for a set of
|T (wi)| POS tags, one can have β(.) = [β1, β2, . . . β|T (wi)|]
and the combined m-POS language model given by

P (ti|ti−(m−1))(combined) =
β(1) · P (ti|ti−(m−1))(1)+β(2) · P (ti|ti−(m−1))(2)+

+β(3) · P (ti|ti−(m−1))(3),
(9)

where (1) represents the traditional statistical POS-based
language model, (2) represents the LR POS-based language
model, and (3) represents the Naive Bayes POS-based lan-
guage model.

III. PROPOSED METHOD

A. Mathematical Formulation

Before presenting the interpolation model proposed in this
paper, the work presented in [21], that uses a model based
on geometric interpolation, is discussed in detail, to better

1For a more detailed explanation see [28].

understand the relationship between the independent models
and the mathematical model merging them.

Mathematical models seek to explain quantitatively and
qualitatively natural phenomena, and are usually described
through differential equations to describe the dynamic evolu-
tion of systems [29]. By solving such equations it is possible to
extract relevant information about such systems and possibly
to predict their behavior.

The main challenge faced in terms of modeling by differ-
ential equations is to formulate the equations describing the
problem from a set of limited information about the general
behavior of the system. However, since a possible solution
to the proposed modeling problem (equation 2) is available,
it is possible to analyze it, based on some assumptions, and
determine the differential equations that represent the language
model problem.

Considering that the overall goal of the interpolation model
is to integrate the benefits of each language model and
assuming the language modeling as a natural system problem,
it is possible to treat this problem as the solution of a partial
differential equation, i. e.,

∂u(x, y)

∂x
+
∂u(x, y)

∂y
= u(x, y), (10)

where u(x, y) is the interpolation model and x and y are the
independent variables, representing the Word-based n-gram
and POS-based language models, respectively.

Analyzing (2) it is possible to see that this equation is not a
particular solution of (10), but a particular solution of another
partial differential equation, namely x

∂u(x, y)

∂x
+ y

∂u(x, y)

∂y
= u(x, y),

u(1, 1) = 1. (11)

To solve (11), it is possible to use the technique of sep-
aration of variables, which reduces the partial differential
equation to several ordinary differential equations [29]. In
this case, it is assumed that a solution can be expressed as
the product of two unknown functions, where each one is
only function of the respective independent variable. This
assumption seems very reasonable, after a study considering
each language model as an independent problem. Thus, it is
possible to have

u(x, y) = X(x)Y (y)⇒


∂u(x, y)

∂x
= X ′Y

∂u(x, y)

∂y
= XY ′ (12)

and

x
∂u(x, y)

∂x
+ y

∂u(x, y)

∂y
= xX ′Y + yXY ′ = XY. (13)

Dividing (13) by XY , it follows that

x
X ′

X
+ y

Y ′

Y
= 1. (14)

Since X is only a function of the variable x and Y of y,
the two terms in (14) should be constant, and equal to α and
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(1− α) (known as separation constant[29]), or

x
X ′

X
= 1− yY

′

Y
= α, (15)

which implies in two ordinary equations, namely

x
X ′

X
= α⇒ X(x) = γ1 · xα (16)

and

1− yY
′

Y
= α⇒ Y (y) = γ2 · y(1−α), (17)

where γ1 e γ2 are two constants.
Finally, substituting (16) and (17) in (12), one obtains

u(x, y) = γ1 · xα · γ2 · y(1−α) = γ · xαy(1−α), (18)

where γ = γ1 · γ2 is also a constant.
Applying the condition u(1, 1) = 1 to (18), it follows that

u(1, 1) = γ = 1, (19)

and the solution will be

u(x, y) = xα · y(1−α), (20)

which is the same as the geometric interpolation presented in
equation 2.

In the same context, considering that the word n-gram
model (x in the differential partial modeling) plays a fun-
damental role in predictive modeling systems and can be
improved in combination with a POS-based language model, it
is here proposed a modified partial differential equation, given
by  x

∂u(x, y)

∂x
+
∂u(x, y)

∂y
= u(x, y),

u(1, 1) = 1. (21)

This assumption, that word n-gram model is regarded as the
main model, can be verified by testing our Word Prediction
System when the model are swapped, i.e. considering the n-
gram model as model y and the POS model as model x, as it
can be seen in section IV.

As originally proposed by [30], which assumes an exponen-
tial form for the statistical distribution in language models,
the modeling performed in equation 21 seeks to create a
natural exponential function to interpolate the word n-gram
model and the POS-based language model. In contrast to the
works presented in [30], [31], which also seeks to construct
a stochastic model that represents the behavior of the random
process using the concept of maximum entropy model, the
differential partial modeling presented in equation 21, common
in the modeling of natural processes as radioactive decay and
population decay (both have as a solution a natural exponential
response, usual in natural processes) [29], can provide different
analyzes of the possible solutions, telling us how physical
parameters, initial and boundary conditions could affect these
solutions. Besides, the mathematical formulation proposed
allows us to find the solution at a single point (x, y) without
going through the entire marching process of finding the
solution at all other points.

In a similar way to the geometric interpolation modeling,
the new interpolation model can be found by solving (21),
whose solution is

u(x, y) = γ · xα · e(1−α)y. (22)

Again, applying the condition u(1, 1) = 1 to (22), one has

u(1, 1) = 1 = γ · e(1−α) ⇒ γ =
1

e(1−α)
, (23)

and, finally,

u(x, y) =
1

e(1−α)
· xα · e(1−α)y. (24)

Rewriting (24) in terms of the language models, it follows
that

P
(proposed)
interpolation(wi|wi−(n−1), ti−(m−1)) =

1

e(1−α)
·[Pn−gram(wi|wi−(n−1))]α·

·e(1−α)·[Pm−POS(wi|wi−(m−1))],

(25)

where α can be empirically obtained.
It is worth noticing that (25) has a form that is similar to

the conventional Maximum Entropy model first developed in
[14], with the major difference in using the n-gram model as
Pn−gram(wi|wi−(n−1))α. In such work, the authors confront
two essential tasks of statistical modeling: to determine a set of
statistics that captures the behavior of a random process, and
to combine these facts into an accurate model of the process
– a model capable of predicting the future process output.
Trying to solve this problem, the proposed methodology,
based on differential equations, is quite interesting, since it
addresses the problem of building interpolation models and
opens the way for the use of different mathematical tools to
analyze the language modeling process. Besides, as expected
in natural processes, our model also has the natural exponential
response with a similar idea to the Verhulst equation [32], who
confronted the idea that the human population tends to grow in
a geometric progression, proposing a (still somewhat arbitrary)
partial differential equation whose solution is also based in a
natural exponential response.

IV. EXPERIMENTS

The tests and subsequent analyzes needed to confirm the
assumptions made are presented in this section. Firstly, to con-
struct possible comparisons between the methodology adopted
here with the Linear and Geometric combination models, it
was necessary to select appropriate training, validation and
test sets, besides using proper procedures for testing each
methodology.

The text set used for training and testing is one of the
key aspects in the evaluation step, since it may influence
significantly the results. Thus, texts from newspapers and texts
transcript from spoken language were chosen to compose the
test set. Texts from newspapers were adopted because they
have a language dedicated to a great number of readers,
having a reasonable contextual diversity in terms of vocabulary
and grammatical constructions. Texts transcript from spoken
language, by their turn, were adopted because they are more
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spontaneous, less rigid, and cover the daily communication in
general.

The evaluation procedures for the word prediction were
conducted by automatic methods, where all language models
were incorporated into a WP system and experiments, common
in these types of systems.

It is also important to consider that any change in the
configuration parameters of the experiment (language, test and
training texts, WP interface system) can lead to significant
variations in the results. This variability makes it very difficult
to compare the results presented here with others already es-
tablished (in [19] the main factors that can affect the prediction
results on a given system are exposed and discussed).

A. Training Set

The training sets used to train the language models and
to generate the dictionaries for each language here addressed
(Portuguese, Spanish and English) are shown in Table II.

TABLE II
NUMBER OF WORDS USED IN THE TRAINING SET FOR EACH LANGUAGE

MODEL.

Language Language Model Corpus
n-gram m-POS

Portuguese 17,599,914 505,412 CHAVE [33]

Spanish 17,601,472 502,800 Spanish Gigaword First
Edition [34]

English 17,763,503 511,066 English Gigaword [35]

B. Validation Set

The validation set used to found the best coefficients α
to combine the language models (n-gram and m-POS) are
shown in Table III, with Tables V, VI and VII showing the
values of KSS and PP for English, Portuguese and Spanish
language, respectively, with α ranging between 0.0 to 1.0 for
all the interpolation models. Furthermore, in order to validate
our proposed methodology of combining POS-based models
we perform a test using the validation set of Table III and
the results are presented in Table IV for all languages and
compared with the traditional POS-based model.

TABLE III
NUMBER OF WORDS USED IN THE VALIDATION SET TO FOUND THE BEST α

VALUES.

Language #Words #Keystroke Needed Corpus

Portuguese 80,259 498,310 Rhetalho [36]
Spanish 67,722 409,088 Corpus92 [37]
English 81,631 515,197 MASC [38]

As can be seen in Table IV, the proposed m-POS language
model showed improvements in the KSS and PP parameters
when compared to the traditional m-POS language model.
However, the proposed m-POS language model performs
worst in all parameters when compared to the results obtained
by the n-gram model, as can be seen in the Tables V, VI and
VII. This may be related to the size of the training set used by

TABLE IV
KSS AND PP RESULTS TO THE PROPOSED m-POS INTERPOLATION

MODEL COMPARED WITH THE TRADITIONAL POS-BASED MODEL USING 1
AND 5 WORDS IN THE PREDICTION LIST. BOLD NUMBERS INDICATE THE

BEST RESULTS.

Language
m-POS 5 words 1 word

Language KSS(%) PP KSS(%) PPModel

English Traditional 38.01 6901.0 26.50 6193.7
Proposed 38.12 4357.9 26.70 3919.4

Portuguese Traditional 48.62 6711.8 35.98 5978.6
Proposed 48.65 4429.4 36.08 3969.9

Spanish Traditional 45.52 6728.2 32.47 5528.9
Proposed 45.62 4444.6 32.57 3661.6

each model, i.e., for the n-gram model it was used a very large
training set with more than 17 million words against only 500
thousand words used to train the POS-based model for each
language. These results reinforce the idea of using the n-gram
as the main models of our interpolation model and opens the
way to search for new class-based models as the recurrent
neural network proposed by [39].

TABLE V
VALIDATION SET VARYING α FOR EACH INTERPOLATION MODEL

CONSIDERING 1 AND 5 WORDS IN THE ENGLISH PREDICTION LIST. BOLD
NUMBERS INDICATE THE BEST RESULTS COMPARED WITH THE BASELINE.

Language 5 words 1 word
Model α PP KSS(%) α PP KSS(%)
n-gram - 370.1 41.48 - 152.2 30.48

Linear

0.0 1732.1 38.58 0.0 1658.3 26.53
0.1 683.9 40.40 0.1 354.9 28.98
0.2 559.90 40.91 0.2 275.8 29.80
0.3 499.10 41.18 0.3 235.0 30.18
0.4 456.90 41.34 0.4 209.0 30.41
0.5 425.30 41.45 0.5 190.2 30.57
0.6 400.30 41.53 0.6 175.1 30.64
0.7 379.20 41.57 0.7 163.8 30.74
0.8 361.40 41.61 0.8 154.1 30.77
0.9 344.50 41.61 0.9 145.3 30.78
1.0 370.1 41.48 1.0 152.2 30.48

Log-linear

0.0 1732.1 38.58 0.0 1658.3 26.53
0.1 1509.9 38.73 0.1 954.0 26.60
0.2 1264.6 39.12 0.2 780.2 26.67
0.3 1060.3 39.55 0.3 638.2 27.41
0.4 893.6 40.00 0.4 520.1 27.95
0.5 754.6 40.40 0.5 422.7 28.55
0.6 640.8 40.78 0.6 341.6 29.16
0.7 545.7 41.12 0.7 274.8 29.74
0.8 464.7 41.38 0.8 220.9 30.28
0.9 394.0 41.55 0.9 176.0 30.63
1.0 370.1 41.48 1.0 152.2 30.48

Proposed

0.0 27.9 39.17 0.0 27.3 28.06
0.1 187.3 41.05 0.1 143.9 30.61
0.2 199.6 41.15 0.2 143.4 30.69
0.3 213.1 41.25 0.3 143.3 30.74
0.4 228.2 41.35 0.4 143.1 30.79
0.5 244.4 41.43 0.5 142.7 30.80
0.6 261.9 41.53 0.6 142.2 30.82
0.7 279.8 41.59 0.7 141.4 30.82
0.8 298.0 41.64 0.8 140.8 30.85
0.9 314.9 41.65 0.9 139.7 30.85
1.0 370.1 41.48 1.0 152.2 30.48

It is possible to note in Tables V, VI and VII that our
proposed language model starts with perplexity values lower
than the baseline to all languages, however, these values do
not provide the best results for KSS. Even seemingly counter-
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TABLE VI
VALIDATION SET VARYING α FOR EACH INTERPOLATION MODEL

CONSIDERING 1 AND 5 WORDS IN THE PORTUGUESE PREDICTION LIST.
BOLD NUMBERS INDICATE THE BEST RESULTS COMPARED WITH THE

BASELINE.

Language 5 words 1 word
Model α PP KSS(%) α PP KSS(%)
n-gram - 373.2 53.56 - 169.2 40.98

Linear

0.0 1346.2 50.97 0.0 1297.6 37.21
0.1 567.7 53.02 0.1 301.5 40.37
0.2 475.9 53.56 0.2 245.8 41.17
0.3 430.6 53.86 0.3 216.6 41.62
0.4 398.5 54.02 0.4 197.0 41.86
0.5 374.4 54.14 0.5 182.5 42.09
0.6 353.8 54.20 0.6 171.0 42.23
0.7 336.9 54.26 0.7 162.0 42.35
0.8 322.3 54.30 0.8 153.8 42.39
0.9 308.5 54.30 0.9 146.9 42.40
1.0 373.2 53.56 1.0 169.2 40.98

Log-linear

0.0 1346.2 50.97 0.0 1297.6 37.21
0.1 1141.5 51.41 0.1 699.7 38.08
0.2 973.0 51.80 0.2 589.6 38.47
0.3 834.0 52.22 0.3 497.3 38.89
0.4 715.4 52.68 0.4 418.3 39.41
0.5 617.8 53.09 0.5 350.9 39.98
0.6 534.5 53.46 0.6 294.4 40.59
0.7 465.0 53.82 0.7 246.2 41.19
0.8 403.6 54.08 0.8 205.7 41.75
0.9 348.4 54.25 0.9 171.3 42.21
1.0 373.2 53.56 1.0 169.2 40.98

Proposed

0.0 24.0 51.30 0.0 22.2 39.21
0.1 187.6 53.48 0.1 141.4 42.06
0.2 197.6 53.64 0.2 141.9 42.17
0.3 208.9 53.79 0.3 142.2 42.26
0.4 221.2 53.93 0.4 142.4 42.30
0.5 234.4 54.08 0.5 142.8 42.38
0.6 247.6 54.17 0.6 143.0 42.42
0.7 260.9 54.24 0.7 142.7 42.44
0.8 274.4 54.29 0.8 142.4 42.46
0.9 286.6 54.34 0.9 141.8 42.47
1.0 373.2 53.56 1.0 169.2 40.98

intuitive, this behavior has already been found in other studies
like [40] and [41] to speech recognition systems. In [40] and
[42] different language models were constructed and their
output was combined using interpolation weights chosen to
satisfy a maximum likelihood criterion (and hence to minimize
perplexity). This led to models which had considerably lower
perplexities than the baseline trigram model, but no decrease
in Word Error Rate (WER).

In order to better understand the counterintuitive behavior of
our methodology, we can use an example trying to take a closer
look to the contribution of α, the n-gram and the POS-based
language models in the score assigned by each combination
model in our word prediction system. Figure 3 shows a sample
example extracted from our validation set considering α = 0.0
and α = 0.9. It is important to mention that in this example
the correct word to be predicted is “what”.

It can be seen in Figure 3 considering α = 0.0 that
since our proposed model uses a natural exponential approach,
even a low probability value associated to the POS-based
model generates a high score value, which does not occur
for the linear and geometric models. Besides, as α increases
(α = 0.9), it is also possible to note in Figure 3 a decrease
in the probability of the correct word, going from 0.3692 to
0.1681 in our interpolation model, but, with an improvement in

TABLE VII
VALIDATION SET VARYING α FOR EACH INTERPOLATION MODEL

CONSIDERING 1 AND 5 WORDS IN THE SPANISH PREDICTION LIST. BOLD
NUMBERS INDICATE THE BEST RESULTS COMPARED WITH THE BASELINE.

Language 5 words 1 word
Model α PP KSS(%) α PP KSS(%)
n-gram - 292.2 49.63 - 111.8 36.70

Linear

0.0 1590.4 46.35 0.0 1495.4 32.15
0.1 531.2 48.62 0.1 259.5 35.55
0.2 435.6 49.29 0.2 203.8 36.35
0.3 386.4 49.60 0.3 174.6 36.80
0.4 354.8 49.78 0.4 155.0 37.04
0.5 330.4 49.93 0.5 140.5 37.27
0.6 308.1 50.02 0.6 129.0 37.41
0.7 291.3 50.09 0.7 120.0 37.53
0.8 276.2 50.11 0.8 111.8 37.57
0.9 265.7 50.12 0.9 105.3 37.58
1.0 292.2 49.63 1.0 111.8 36.70

Log-linear

0.0 1590.4 46.35 0.0 1495.4 32.15
0.1 1103.5 47.20 0.1 657.5 33.24
0.2 935.0 47.59 0.2 547.4 33.63
0.3 796.0 48.01 0.3 455.1 34.05
0.4 677.4 48.47 0.4 376.1 34.57
0.5 579.8 48.88 0.5 308.7 35.14
0.6 496.5 49.25 0.6 252.2 35.75
0.7 427.0 49.61 0.7 204.0 36.35
0.8 365.60 49.88 0.8 163.5 36.91
0.9 308.50 50.06 0.9 129.1 37.37
1.0 292.2 49.63 1.0 111.8 36.70

Proposed

0.0 28.8 47.53 0.0 27.7 34.68
0.1 144.7 49.53 0.1 102.1 37.35
0.2 154.7 49.69 0.2 102.6 37.46
0.3 166.0 49.84 0.3 102.9 37.46
0.4 178.3 49.98 0.4 103.1 37.59
0.5 191.5 50.13 0.5 103.5 37.67
0.6 204.7 50.22 0.6 103.7 37.71
0.7 218.8 50.27 0.7 103.6 37.71
0.8 230.6 50.28 0.8 102.2 37.70
0.9 242.2 50.22 0.9 104.1 37.56
1.0 292.2 49.63 1.0 111.8 36.70

the rank position, moving from third to second position in the
word prediction list. This kind of improvement in the position
also occurs to the others interpolation models also showing
an improvement in the probability of the correct word. These
results are in agreement with the work presented by [43],
which shows that the word probability has a strong correlation
to its rank and less correlation to the entropy of the distribution
in the test set.

We can also associate this counterintuitive behavior in the
fact that not having used a normalization factor in equation
25. As in [44], using the model as part of a classifier (e.g.,
a speech recognizer or a word prediction system) does not
require knowledge of this normalization factor, because the
relative ranking of the different classes is not changed by a
single, universal constant. However, as described by [45], as a
result, we will no longer have probabilities in our model but
instead scores, and we can no longer calculate perplexities.
Nonetheless, in order to compute perplexity, the same authors
proposes in [44] a perplexity reduction ratio to estimate
reduction in per-word perplexity over the baseline. In this way,
we also calculate the PP based on the perplexity reduction ratio
proposed by [44] and the results are shown in Table VIII. It
is important to mention that the methodology proposed by
[44] does not change the KSS values found by our proposed
language model.
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Fig. 3. Sample example of the prediction system to English with five words in the prediction list and considering α = 0.0 and 0.9.

TABLE VIII
PP RESULTS BASED ON THE PERPLEXITY REDUCTION RATIO PROPOSED

BY [44] APPLIED TO OUR EXPONENTIAL LANGUAGE MODEL, VARYING α
AND CONSIDERING 1 AND 5 WORDS IN THE ENGLISH, PORTUGUESE AND

SPANISH PREDICTION LISTS. BOLD NUMBERS INDICATE THE BEST
RESULTS COMPARED WITH THE BASELINE.

Language 5 words 1 word
α PP KSS α PP KSS

English

n-gram 370.1 41.48 n-gram 152.2 30.48
0.0 353.4 39.17 0.0 151.4 28.06
0.1 343.1 41.05 0.1 147.8 30.61
0.2 335.7 41.15 0.2 147.0 30.69
0.3 329.7 41.25 0.3 145.4 30.74
0.4 322.7 41.35 0.4 144.1 30.79
0.5 319.8 41.43 0.5 141.8 30.80
0.6 316.4 41.53 0.6 139.6 30.82
0.7 315.0 41.59 0.7 138.2 30.82
0.8 313.5 41.64 0.8 138.0 30.85
0.9 311.3 41.65 0.9 137.5 30.85
1.0 370.1 41.48 1.0 152.2 30.48

Portuguese

n-gram 373.2 53.56 n-gram 169.2 40.98
0.0 355.2 51.30 0.0 168.4 39.21
0.1 341.5 53.48 0.1 165.5 42.06
0.2 333.2 53.64 0.2 162.8 42.17
0.3 324.2 53.79 0.3 159.6 42.26
0.4 319.2 53.93 0.4 155.0 42.30
0.5 318.0 54.08 0.5 148.8 42.38
0.6 313.5 54.17 0.6 145.0 42.42
0.7 312.1 54.24 0.7 144.9 42.44
0.8 310.6 54.29 0.8 144.0 42.46
0.9 308.1 54.34 0.9 143.7 42.47
1.0 373.2 53.56 1.0 169.2 40.98

Spanish

n-gram 292.2 49.63 n-gram 111.8 36.70
0.0 275.3 47.53 0.0 111.2 34.68
0.1 265.0 49.53 0.1 108.5 37.35
0.2 255.1 49.69 0.2 105.2 37.46
0.3 251.9 49.84 0.3 103.6 37.46
0.4 250.4 49.98 0.4 102.5 37.59
0.5 247.5 50.13 0.5 99.9 37.67
0.6 245.1 50.22 0.6 96.7 37.71
0.7 243.1 50.27 0.7 96.4 37.71
0.8 242.2 50.28 0.8 97.5 37.70
0.9 245.7 50.22 0.9 102.6 37.56
1.0 292.2 49.63 1.0 111.8 36.70

As can be seen, the results in Table VIII are more intuitive
than those shown in Tables V, VI and VII, since the PP values
decreases as increases the contribution of the n-gram model.
Thus, we also calculate the PP in the test set based in the
method proposed by [44] with the results shown in section
IV-F.

We can also see that most experiment groups in Tables V,
VI, VII and VIII achieve their best results when α is set to 0.9
and in general, the performance monotonically increases with
alpha. Again, this results may be related to the size of the
training set used by each model, i.e., for the n-gram model it
was used a very large training set with more than 17 million
words against only 500 thousand words used to train the POS-
based model.

Finally, in the brief validation test to follow, we tried to
verify how the overall system will perform if the models are
swapped, i.e., considering the n-gram model to be model y
and POS-based model to be model x in equation 24. The
main idea here is to emphasize the importance of the n-
gram model to the proposed interpolation model validating
the mathematical formulation that led to the general language
model based on partial differential equations. Thus, the results
are showed in Table IX for English, Portuguese and Spanish
using the validation set showed in Table III, with five words
in the prediction list and considering α = 0.0, 0.5 and 1.0.

As expected, since the m-POS language model showed
worse results than the n-gram language model (Table IV), the
“swapped” model also showed worse results than the n-gram
model. Besides, it is possible to note in Table IX that the KSS
for all language decreases as α increases. Again, these results
reinforce the idea of using the n-gram as the main models of
our interpolation model.

C. Test Set

Here, it is important to use texts that were not used in
the training and validation sets. This way, for Portuguese
some texts from the journalistic corpus TeMário [46] and the
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TABLE IX
KSS AND PP RESULTS WITH 5 WORDS IN THE PREDICTION LIST

CONSIDERING THE n-GRAM MODEL TO BE MODEL y AND POS-BASED
MODEL TO BE MODEL x IN EQUATION 24. BOLD NUMBERS INDICATE THE

BEST RESULTS.

Language Language
α PP KSS(%)Model

English

n-gram - 370.1 41.48

Proposed
0.0 23.1 39.15
0.5 316.7 38.27
1.0 4357.9 38.12

Portuguese

n-gram - 373.2 53.56

Proposed
0.0 20.0 50.37
0.5 297.9 49.38
1.0 4429.4 48.65

Spanish

n-gram - 292.2 49.63

Proposed
0.0 23.3 47.14
0.5 320.4 46.29
1.0 4444.6 45.62

“Português Falado” corpus [47] were chosen, which contains
texts transcript from audio recordings of the language spoken
in Brazil. To compose the test set for Spanish, the Europarl
corpus [48] was used, which contains texts transcript from
speeches of the European Parliament, and texts from the HC
corpus [49], consisting of newspaper articles from different
sources. Finally, for English the test set was extracted from
the Brown corpus [50] and the Uppsala Student English
corpus [51], consisting of newspapers and transcript texts,
respectively. Table X shows the topic, number of words and
keystroke needed (without word prediction) to write the texts
in each test set.

TABLE X
TOPIC AND NUMBER OF WORDS USED IN THE TEST SET.

Language #Words #Keystroke Corpus
Needed

Portuguese 72,222 434,581 TeMário [46]
Português Falado [47]

Spanish 102,981 637,895 Europarl [48]
HC corpus [49]

English 90,931 520,923 Brown [50]
Uppsala Student English [51]

It is important to mention that about 3% of the words in
each test set are out-of-vocabulary (OOV). For the moment
special attention was dedicated to the known words and not
about unknown words. This is treated as a separated problem
and smoothing techniques were used to avoid null probabilities
for the unseen events in the test set.

D. Word Prediction Engine

In order to evaluate our method, the software PREDWIN
was used [19]. This software was firstly developed for Spanish
and was adapted here for Portuguese and English. This system
has some important blocks, such as:
• user model: it is the automatic algorithm used by the

word prediction system to emulate a real user. For each
letter in the test text the prediction system shows a list

of predicted words. If the desired word is in this list, the
user model selects the word. If not, it selects the next
letter. This loop is repeated until the test text ends;

• coordination module: it controls the flow of information
between the user interface/user model and the dictionaries
and prediction methods. It obtains the word prediction list
that each method provides and sends the most adequate
to the user interface;

• dictionaries: contain the words and the information about
each word required to support all the word prediction
methods, such as POS tags and word frequencies.

It is also important to highlight some system parameters
that will affect the word prediction:

• coefficient α: it can be defined as a variable to combine
language models. This variable can take values between
0 and 1, giving more weight to any one of the language
models. As shown in [17] and [18], this parameter has
been experimentally determined by varying its value from
0.1 to 0.9 with increments of 0.1;

• back-off regression: the language models also has cer-
tain limitations when the frequency of word or POS
sequences are null. To overcome such limitations, some
techniques can be used as the back-off technique. Initially
proposed in [52], when the language model has zero
frequency it is approximated by the immediately previous
model and continues until reaching the unigram model.
Due to its simplicity of implementation and satisfactory
results, as presented in [19] to the Spanish language, this
methodology is also used in this work;

• number of previously used POS and words: the number
POS and words (in n-gram model) previously used has a
major influence on the system, since these are directly
related to the structure of the language. However, as
the basic statistical models, it is necessary a reasonable
number of training data to ensure reliable models. The
works presented in [17], [19] and [53], which has a m-
POS and n-gram training set with size similar to that
used in this paper, obtained the best results using up to
two previous POS. Thus, the models in this work were
evaluated using two previous categories and the back-off
regression previously explained;

• number of words in the prediction list: according to
[19], 7 is the maximum number of words that the user
can process, maintaining the balance between increased
cognitive load and the increasing processing time in the
selection of words predicted. However, other studies, such
as [54] and [55], showed that the optimal number of
words presented to the user must be at most 5 words.
In this work the prediction systems were tested using 1
and 5 words in the prediction list. With just 1 word in
the prediction list it is possible to simulate an automatic
system, common in mobile devices, for example;

• number of words in the dictionaries: the general dic-
tionaries play a fundamental role in the word prediction
system. Once categorized texts are needed, the same texts
used for training the syntactic models presented in Table
II are considered. Table XI shows, for each language, the
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number of words in general dictionaries;

TABLE XI
NUMBER OF WORDS FOR EACH GENERAL DICTIONARY.

Language #Words

Portuguese 118,878
Spanish 92,482
English 57,711

• repeated suggestions in consecutive predictions: since
we are working with an ideal user, its possible to drop
the predicted words not previously selected by the user.
According to [53], this methodology enables an increase
in the probability to suggest the most appropriate words;

• automatic insertion of blank spaces: apart from word
prediction, there are certain characteristics that can be
automatically inserted to improve the KSS. An example
of this technique is the insertion of blank spaces after
punctuation symbols (comma, period and colon, for ex-
ample);

• test of significance: this work attempts to validate the
methods using a statistical test based on the calculation
of confidence intervals for proportions, given by

p = σ ·
√
KSSLM · (1−KSSLM )

N
, (26)

where p is the confidence interval, KSSLM is the
keystroke saved by each language model, N is the total
number of keystroke needed to write the text without
word prediction and σ is a constant parameter that
depends on the confidence interval, usually set to 1.96
(or 95% of confidence). Thus, the KSS in the experiment
is within the range

KSSLM = KSSLM ± p, (27)

and it will be considered significantly better (with respect
to the baseline) if the results are better and, moreover, the
confidence intervals do not overlap.

E. Performance Measures

The WP system was evaluated according to four different
criteria: keystroke saved (KSS), hit rate (HR), words predicted
(WP) and perplexity (PP).

To better illustrate some performance measures, Figure 4
shows an example of the Word Prediction System for English
with five words in the prediction list. In this case the system
searches for the most probable words, based on the probability
given by the proposed interpolation model, that starts with
letter (d). Once we know what the next word in the test text is,
the number of predicted words (WP) can be easily accounted
by analyzing the possible words given in the prediction list.
In Figure 4, for example, we know that the next word in the
test text is “day”, which is also in the list of predicted words
making it to have a correctly predicted word count.

The KSS is referred to the percentage of keystrokes that
the user saves when using the word prediction system. It is
calculated by comparing two measures: the total number of

Fig. 4. Sample example of the prediction system to English with five words
in the prediction list.

keystrokes needed to type the text (KT ) without the help of
the word prediction and the effective number of keystrokes
needed when using word prediction (KE). Hence,

KSS =
KT −KE

KT
× 100. (28)

The higher the value of KSS is, better is the system perfor-
mance.

The HR is defined as the percentage of correct words that
appear in the suggestion list before entering any letter of the
following word. In other words, it is the relation between the
number of times that a word is guessed without knowing any
letter and the total number of words in the test text. Again, a
higher HR means a better performance.

The PP can be measured with the cross entropy calculated
on a test set with N words, given by

H(W) =
1

N

N∑
i=1

log

(
1

P
(
wi|wi−(n−1), ti−(m−1)

)) , (29)

where W = (w1, w2, . . . , wN ) represents the words in the test
set, and the PP is

PP (W) = 2H(W). (30)

In other words, the PP can be defined as the average number
of potential choices/words after a given string of words [17].

To better understand the difference between the calculation
of the PP measure with one or five words in the prediction list,
suppose the example showed in Figure 4. Here the correct
word was predicted with a probability of 0.70 and in the
first position on the prediction list. Assuming now that the
correct word is “deal”, the probability for this word is 0.07
and it is in the third position on the prediction list. Thus, the
main difference relies in the fact that with only one word in
the prediction list the WP system always proposes the most
probable word. In contrast, with five words in the prediction
list, the system may propose words with low probabilities.
This also explains the fact that the total PP in WP systems
with only one word in the prediction list is lower than WP
systems with more words in the prediction system.
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F. Results

In order to evaluate the WP system with different interpo-
lation models, the experiments have been conducted with the
texts shown in Table X. The results are presented in Table XII,
considering the word n-gram model as baseline. The relative
improvements were also evaluated and the results are presented
in Table XIII, along with the test of significance for each
model. Table XIV shows the PP results using the perplexity
reduction ratio proposed by [44].

G. Discussion

It is possible to notice in Table XII that all interpolation
models show improvements with respect to the number of
KSS compared to the word-based n-gram model. These results
are in agreement with [56] and supports that the problem
of word prediction can be improved by finding linguistically
relevant factors and an efficient method is the combination
of a POS-based and word-based language models. In some
cases, especially when the results obtained by language models
with 5 suggested words are considered, the influence of the
syntactic model is clear, i.e., even with the decrease in the
number of words predicted, there is an improvement in KSS.

It is also important to notice in Table XII that the proposed
interpolation model shows the best results in all parameters
related to word prediction (WP, HR and KSS) considering 1
word in the prediction list. Here, it is important to mention
that when considering the absolute HR values for Portuguese
language the proposed method achieves 16,692 keystroke
saved against 16,680 saved by the liner method, 16,675 saved
by the geometric method and 16,665 saved by the baseline
method. When considering 5 words in the prediction list,
the word n-gram models present, in all languages, the best
results for the WP parameter. These results clearly show
the importance of word n-gram models in the prediction of
function words, consisting mainly of pronouns, determiners,
preposition and auxiliary verbs, and words with a lower set
of letters, as compared to the content words, normally nouns,
verbs, adjectives and adverbs [57].

When analyzed with the PP values in Table XII, considering
5 suggested words, the proposed interpolation model also
shows the best results reaching 20.69%, 25.92% and 13.85%
relative reduction for the Spanish, Portuguese and English.
With 1 word in the prediction list, the proposed model reaches
7.21%, 17.79% and 7.76% relative reduction in the PP. This
measure is consistent for almost all models, i.e., it is also
possible to notice in Table XII that the PP obtained by the
geometric model for the English and Spanish languages is
higher than the value obtained by the word n-gram model,
even with higher values of KSS. Such inconsistencies have
been already presented and discussed in other works, such as
[17]. In the same context, analyzing Table XIV the perplexity
reduction ratio proposed by [44] reaches relative reduction
of 11.82%, 16.21% and 9.65%, with 1 word, and 18.11%,
19.45% and 16.25%, with 5 words, for the Spanish, Portuguese
and English, respectively.

In Table XIII it is possible to notice that the relative
improvements in English using the proposed interpolation

model (1.66% and 0.57% for 1 and 5 words in the prediction
list) are lower than those obtained for the other languages.
These results make clear the statement that English is not as
morphologically rich than Portuguese and Spanish languages,
and are consistent with the work in [53]. Using a linear
combination (with α = 0.8) to combine a word bigram
model and a POS-based model considering two previous POS,
trained using 81 million words and 5.8 million categorized
words, respectively, [53] presents a total of 53.14% KSS
against 52.90% KSS obtained by the word bigram model itself,
considering 5 words in the prediction list, a test set of 951, 932
words and a POS tagset with 79 classes.

It is also worth to analyze in Table XIII the relative im-
provements obtained by each interpolation model considering
the number of words in the prediction list. In this case, it
can be seen that increasing the number of suggested words
reduces the relative improvement of each model, but increases
the total number of KSS. It is also possible to notice that some
of the results for English, excluding the results obtained by the
proposed model, were not significant. A possible solution to
this could be to increase the number of words in the test set.

The empirically optimized values for the coefficient α in
Tables V, VI and VII also deserve discussion. It can be
observed that the values founded for all interpolation models
were almost equal to 0.9 (the proposed model showed a
alpha value of 0.8 and 0.7 in Table VII for Spanish with
5 and 1 suggested words, respectively). These results are
consistent with [17] and [21] and opens the way to search for
optimization methods to determine the separation coefficient
α, as the Expectation Maximization (EM) proposed in [58].

V. CONCLUSION

In an attempt to improve the word prediction task, we have
proposed a natural exponential interpolation model, which
combines a traditional word-based n-gram language model
with a POS-based language model, defined as the linear
combination of three different POS-based languages (with
each weight coefficient based on the AUC). We address this
problem by first finding a partial differential equation to
represent the language modeling, which will be used to derive
the interpolation model.

The proposed methodology was evaluated on three different
languages: Portuguese, Spanish and English and the results
reported in this paper show improvements in the KSS, HR
and PP parameters, with 1 and 5 words in the prediction
lists, and show the benefits of integrating various sources of
information under the partial differential equation framework
for improving language modeling. When analyzing the PP
values, the perplexity reduction ratio proposed by [44] seems
more intuitive since the PP values decreases as increases the
contribution of the n-gram model.

While this paper focused on combining a word n-gram and
a m-POS based language model, it is worth noting that there
is a growing body of work using continuous-space models
in a variety of language processing tasks, particularly for
deriving semantic representations of words as described in
[59] and more recently as in [60]. Then, future efforts can
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TABLE XII
WORD PREDICTION RESULTS TO THE DIFFERENT INTERPOLATION MODELS WITH 1 AND 5 WORDS IN THE PREDICTION LIST.

#Words in the Prediction List
1 5

Language Model HR(%) WP(%) KSS(%) PP HR(%) WP(%) KSS(%) PP

Spanish

n-gram 21.30 86.93 41.32 95.6 38.00 95.37 54.09 240.2
Linear 21.20 87.43 42.30 90.1 38.10 95.22 54.64 218.4

Geometric 21.20 87.30 42.13 111.1 38.00 95.21 54.58 253.0
Proposed 21.40 87.66 42.44 88.7 38.30 95.28 54.76 190.5

Portuguese

n-gram 23.30 86.16 38.29 164.1 35.61 95.17 50.35 416.3
Linear 23.30 86.43 39.27 139.2 35.50 94.90 51.14 331.6

Geometric 23.30 86.40 39.11 162.7 35.50 94.89 51.08 373.3
Proposed 23.30 86.74 39.37 134.9 35.60 94.93 51.19 308.4

English

n-gram 21.10 88.17 38.88 121.2 35.10 97.24 52.01 283.7
Linear 21.10 88.50 39.46 115.8 35.10 97.17 52.28 263.6

Geometric 21.00 88.06 39.18 141.0 35.10 97.22 52.21 304.7
Proposed 21.11 88.63 39.52 111.8 35.20 97.20 52.31 244.4

TABLE XIII
TEST OF SIGNIFICANCE AND IMPROVEMENTS RELATIVE TO THE n-GRAM MODEL FOR RESULTS SHOWN IN TABLE XII.

#Words in the Prediction List
1 5

Relative Relative
Language Model KSS(%) Improvement(%) Significant KSS(%) Improvement(%) Significant

Spanish

n-gram 41,32(±0.12) - - 54,09(±0.12) - -
Linear 42,30(±0.12) 2.39 Yes 54,64(±0.12) 1.02 Yes

Geometric 42,13(±0.12) 1.98 Yes 54,58(±0.12) 0.91 Yes
Proposed 42,44(±0.12) 2.72 Yes 54,76(±0.12) 1.24 Yes

Portuguese

n-gram 38,29(±0.15) - - 50,35(±0.15) - -
Linear 39,27(±0.15) 2.58 Yes 51,14(±0.15) 1.57 Yes

Geometric 39,11(±0.15) 2.16 Yes 51,08(±0.15) 1.45 Yes
Proposed 39,37(±0.15) 2.83 Yes 51,19(±0.15) 1.67 Yes

English

n-gram 38,88(±0.13) - - 52,01(±0.14) - -
Linear 39,46(±0.13) 1.49 Yes 52,28(±0.14) 0.52 No

Geometric 39,18(±0.13) 0.79 Yes 52,21(±0.14) 0.37 No
Proposed 39,52(±0.13) 1.66 Yes 52,31(±0.14) 0.57 Yes

TABLE XIV
PP RESULTS BASED ON THE PERPLEXITY REDUCTION RATIO PROPOSED BY
[44] APPLIED TO OUR EXPONENTIAL LANGUAGE MODEL IN THE TEST SET.

Language 5 words 1 word
PP PP

English 237.6 109.5
Portuguese 335.3 137.5

Spanish 196.7 84.3

be concentrated on improving the proposed partial differential
equation by adding more information such as the semantic-
based model, searching for a more sophisticated interpolation
for the language models.

It is also interesting to carefully study the impact of the
parameter α on the proposed interpolation model and present
evaluations on different domain. Finally, we plan to test our
current interpolation language model on another tasks, such as
automatic language recognition.
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