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Abstract—It is a consensus that the Internet suffers from
architectural limitations, including resilience, scalability, and
manageability, among others. Therefore, companies access the
Internet by establishing a Service Level Agreement (SLA), in the
attempt to ensure Quality of Service (QoS) for users. To address
the current limitations of the Internet, researchers have recently
proposed the Edge as a Service (EaaS) paradigm as a suitable
solution to improve the access capacity of edge networks. EaaS
uses Network Virtualization and Software Defined Networks to
expand flexibility and manageability of access to edge network
resources. Moreover, to maintain QoS assurance for users, EaaS
addresses network events (such as traffic overload, failures, etc.)
that can potentially affect QoS. Within this context, this article
proposes a Software Defined Management of EaaS environment,
called SDM-EaaS. The proposal enhances the QoS for the
end user, while improving the utilization of network resources
in dynamic scenarios allowing for unpredictable changes in
traffic demands, network infrastructure availability and customer
characteristics. Experiments based on emulation as well as real
testbed demonstrate the effectiveness of the SDM-EaaS strategy.

Index Terms—Virtual Networks, Software Defined Network,
Service Level Agreement, Edge as a Service.

I. INTRODUCTION

Currently, the Internet is the primary medium for content
sharing, playing a central role in user lifestyles. As users are
becoming mobile, wireless access to content has dramatically
increased in the past few years. This trend has enormously
amplified resource demands in edge and access networks.
Moreover, unpredictable mobility creates a new paradigm
where access to content can be expected anytime, anywhere
and with best effort quality level. Users become frustrated
when they see the quality level of their services decreases.
This new dynamic traffic demand paradigm requires an elastic
allocation of networking resources to achieve adequate Quality
of Service (QoS) assurance for Internet services. Moreover, the
network must be resilient enough to withstand traffic overload
and equipment faults during normal operation [1].

According to Davy et al. [2], to address this new paradigm,
Internet Service Providers (ISPs) tend to apply the Edge-
as-a-Service (EaaS) approach. The EaaS concept allows the
implementation of an elastic Virtual Network Resource (VNR)
approach [2]. When coupled with the Service Level Agreement
(SLA), this new scheme creates a modus operandi in which the
user agrees on a basic SLA contract, but also specifies SLA
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adjustments to be made according to client defined policies.
In this article, the term “client” refers to the Virtual Access
Network, and the term “user” represents the final user that
accesses the Internet to upload/download content.

EaaS employs Network Virtualization (NV) and Software
Defined Network (SDN) principles to allocate edge network
resources with flexibility and to make the network service
adaptable/customizable [2]. NV is a technology that allows
the deployment, over a single physical infrastructure, of mul-
tiple network slices with customized, dynamically adjusted
properties, corresponding to the required Virtual Network
(VN) behavior. The usage of VNs is viewed as a means
for network operators to cope with both the varying demand
for high-bandwidth services and the lack of flexibility in
current network management. Similarly, at a lower layer,
SDN is being exploited by network operators to reduce the
load on network components and to enable a more effective
usage of elastic resources [3]. SDN and NV controls can be
integrated in a Network Hypervisor (such as Flowvisor [4]
or OpenVirtex [5]), which allows the slicing of the network
in layers. Each layer has a particular set of resources and
protocols, corresponding to a customized VN. We call this
a Virtual Software Defined Network (VSDN).

The management of virtual networks under EaaS environ-
ments is still an open issue, since it demands [2]: (i) support to
SLAs; (ii) re-distribution of VNR; (iii) mediation of competing
requests for VNR; (iv) allocation schemes that consider access
technology and economic value; and, (v) management policy
sets. Additionally, many types of network events (e.g., traffic
overload, failures, etc.) can occur, affecting both the QoS
experienced by the user and the SLA definition. The EaaS
exploits the advantages of SDN for management issues [6].
More precisely: (i) with SDN it is easier to modify the
behavior of the network and; (ii) the SDN centralized view
allows global, up to date knowledge of network state. With
SDN global state, it is possible to identify the network events
that will affect QoS and thus SLA [6]. Moreover, exploiting the
VN capabilities, the VSDN architecture enables the isolation
and customization of network behavior through individual
controllers. Namely, it is possible to customize a specific
VSDN without changing the other VSDNs.

Within this context, this article proposes SDM-EaaS, a
Software Defined Management strategy of VSDNs in an EaaS
environment, dealing with the features claimed by EaaS in
an integrated way. One of the important functions of SDM is
to identify network events and adapt VSDN characteristics
(such as resources allocated, network topology, to name a
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few) to address each type of network event. Three types of
network events are addressed: (1) Adjustment; (2) Failure; and
(3) Scheduling. These events are detailed in the sequel, and
are addressed by specific algorithms and mechanisms. Finally,
the SDM-EaaS architecture is evaluated through emulation and
real testbed experiments, yielding improvements over EaaS.

This article is organized as follows. Section II presents
related work, encompassing topics related to management of
resource, VNs and/or SDNs. Section III describes the proposed
SDM-EaaS architecture, while Section IV details the occur-
rence of network events. Section V shows the experiments
performed to evaluate the SDM-EaaS architecture and the
proposed mechanisms to address the network events. Section
VI summarizes the article and presents some future work.

II. RELATED WORK

This section describes key related work about resource
management strategies of SDN and VN environments. Table I
summarizes these existing work in the literature, highlighting
the differences to our proposal in relation to the key issues
claimed by the EaaS [2]: (i) support to SLAs; (ii) elastic
allocation of resources; (iii) sharing of VNR for competing
requests; (iv) schemes that focus on access technology and
economy; and, (v) usage of management policy sets.

Mijumbi et al. [7] propose a solution to the unsplittable flow
virtual network embedding problem. The authors perform both
virtual nodes and links embedding in one step using mathe-
matical programming and path generation, applying price as
a criterion. However, this paper does not use SDN and does
not address the network events that could affect the virtual
networks. Additionally, this paper cannot cope with service,
user and network dynamics aspects claimed by EaaS.

Grossglauser et al. [8] present an admission control based
on traffic measurements to learn the statistics of the existing
flows, with that the authors aim to avoid overallocation of
network resources and the admission control does not need
a traffic description. Individually, this approach can not deal
with the elastic behavior demanded by EaaS. On the other
hand, this approach could be attached in a future work to the
SDM-EaaS architecture to work together with an adjustment
mechanism, being applied when an adjustment can not be
performed anymore due to lack of resources.

Song et al. [9] propose a globally deployable Network
Embedded On-Line Disaster (NEOD) management framework
for SDNs. NEOD is designed as an extension of Openflow,
focusing on real time identification of network disaster events
(multiple failures in the same region) through embedded event
detectors. Despite dealing with failures, it does not handle
other types of event, as well as it does not consider network
virtualization issues, impacting directly in the re-distribution
of virtual network resources among the clients when a failure
occurs, and consequently in the service delivery by EaaS.

Kim et al. [6] analyze how the SDN principles can improve
the management and configuration of computer networks.
Moreover, the authors propose PROCERA, a network control
framework that helps operators to express configuration poli-
cies that react to conditions such as user authentication, time

of the day, bandwidth usage, or server load. PROCERA is
a reactive framework, because it uses many realistic network
policies to react to dynamic changes in network conditions.
However, PROCERA has not been designed to deal with
virtual networks and it does not consider the network events
that can affect QoS and SLA issues.

Lo et al. [10] present a framework to provide dynamic
bandwidth adjustment, called Flexible Network Management
Framework based on OpenFlow (FNMF-OF). This framework
supports traffic statistics and shares underutilized network
resources to satisfy high priority users profiles and service
requirements. FNMF-OF focuses on networks that have access
to the information of users and applications to make the
profiles for resource sharing. Hence, it was not designed to
maintain and dynamically grow/shrink virtual networks, as
well as to mediate competing requests for virtual resources.
These facts disable the deployment of FNMF-OF in EaaS.

Tuncer et al. [11] proposed an SDN-based management
and control framework for fixed backbone networks, which
provides support for both static and dynamic resource man-
agement applications. The exchange of information between
distributed elements of the framework is supported by the
proposed management substrate. This fact restricts the usage
of the framework to modify the existing SDN equipment.
Additionally, this framework does not consider network vir-
tualization and network events. Moreover, the EaaS needs to
address the SLA for short lived virtual networks.

Basta et al. [12] show four openflow-based architectures to
deal with Network Function Virtualization (NFV) under LTE
scenarios. The proposal deploys an extra Openflow element,
called NE+, to add new network functions to the LTE environ-
ment. However, this architecture focuses on LTE functions and
NFV, without acting in the virtualization environment directly.
This lack of virtual resource management limits the usage
of this architecture in EaaS since no dynamic allocation is
provided and it does not consider event handling.

Lin et al. [13] present Software Defined Infrastructure (SDI)
to perform an integrated control and management of com-
puting and network resources. SDI applies a cloud controller
and an SDN controller, where the exchange of information
between them is used to manage the network resources.
Nevertheless, the EaaS does not have an entity which accesses
the application behavior, consequently this lack of specific
information hinders the usage of SDI in EaaS.

Nguyen et al. [14] show an SDN framework designed for
embedding multi-level virtual networks in physical infrastruc-
tures, called ReServNet. The ReServNet framework focuses on
a hierarchical link sharing and bandwidth reservation for the
virtual networks. However, the ReServNet framework does not
perform resource adjustment for the virtual network, as well
as it does not consider network events. These facts express the
inadequacy of the ReServNet to the EaaS, since EaaS needs
to maintain and dynamically grow/shrink virtual networks.

He et al. [15] show DaVinci architecture to periodically
reassign bandwidth in each substrate link between its virtual
links. In the DaVinci architecture, each virtual network runs
a distributed protocol that maximizes its own performance
objective independently, considering that CPU resources have
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TABLE I
RELATED WORK

Reference Network SLA Support Elastic allocation VNR Sharing Policy-Aware Events
Mijumbi et al. [7] VN No No Yes No No
Grossglauser et al. [8] VN No No Yes No No
Song et al. [9] SDN No No No No Failures only
Kim et al. [6] SDN No No No Yes No
Lo et al. [10] SDN No Yes No No No
Tuncer et al. [11] SDN No Yes No No No
Basta et al. [12] SDN and LTE Yes No No No No
Lin et al. [13] SDN and Cloud Yes No Yes No No
Nguyen et al. [14] SDN and VN No No Yes No No
He et al. [15] SDN and VN No No Yes No No
Bueno et al. [16] SDN and VN No No Yes No No
Hongyun et al. [17] SDN and VN Fixed services No Yes No No
SDM-EaaS SDN and VN Yes Yes Yes Yes Yes

the most direct impact on packet-delivery services. Hence, it
is hard to address the elastic behavior demanded by the EaaS,
since DaVinci does not consider the adjustment of virtual
network resources based on the network infrastructure as a
whole. Additionally, DaVinci was not designed to support
network programmability, complicating its usage in EaaS.

Bueno et al. [16] propose a network control layer for
heterogeneous infrastructures based on SDN and Network as
a Service paradigms. It aims to perform a flow-oriented and
on demand adjustment of network resources upon changes
in the application requirements, i.e., this proposal needs the
information coming from the user application. This fact makes
it inappropriate to EaaS, which does not have direct interaction
with the user. Furthermore, this proposal does not deal with
virtual network environments and it does not have an event-
aware behavior.

Hongyun et al. [17] present a management architecture for
multi-service under SDN, called AMA. AMA architecture
applies a VN approach to isolate each type services, where
the following three types of services are considered: voice,
video, and non real-time Internet service. This fact limits
the application in EaaS, which needs a flexible scheme to
address the dynamic of the scenario. Additionally, two points
prevent AMA to be used in EaaS: (a) AMA does not allow on
demand redistribution of virtualized network resources; and,
it considers a previous informed requirements of the services
as base for VN deployment instead of an SLA.

To the best of our knowledge, there are no works in the
literature that focus on the development of an architecture to
deal with the all features demanded by the EaaS. These fea-
tures are integrated and addressed in the architecture described
in this article.

III. SDM-EAAS ARCHITECTURE

The EaaS enables service providers to use virtualization and
build dedicated, elastic virtual network, tailored to reach their
customers [2]. EaaS decouples the strict ownership relation-
ship between network operators and their access networks.
Through the development of virtual networks, adaptative func-
tions can be requested on-demand to support the delivery
of more flexible services. In EaaS, the main interest lies on
the behavior of the aggregated users and the traffic volume

generated. Figure 1 illustrates the EaaS scenario addressed
in this article. The user is connected to an access network
(the client) that is linked to the Internet by an edge network.
In this article, the term “client” refers to the access network
(i.e., the ISP’s client, which signs the SLA), and the term
“user” is the final user. The final user accesses the Internet
to upload/download content and run applications, for example
using mobile phones, tablets, notebooks, and others.
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Fig. 1. Scenario representing the context of the proposed SDM-EaaS.

Based on Figure 1, an example of usage can be described
as follows: if the client deploys a VSDN with an ISP, it can
allocate the VSDN-1 with 10 Mpbs, which has Controller1.
Independently, the ISP could deploy the VSDN-2 with 15
Mpbs and VSDN-3 with 5 Mbps, that have Controller2 and
Controller3, respectively. The service delivered to each client
is different (since, the resource and the behavior of the VSDN
could be distinct) and they are isolated among them. However,
the users of the same client share the resources allocated to
the client.

When a user starts a flow, the SDN switch detects that this
flow does not match any existing flow on its flow table. Thus,
the SDN switch sends the flow information to the network
hypervisor, that checks which controller is responsible for this
flow (i.e., it checks which virtual network this flow is part of)
and forwards this information to the controller. The controller
analyzes this information and decides what action the SDN
switch must take with this flow. The controller knows only
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Fig. 2. Overview of the SDM-EaaS architecture.

the network components and resources allocated to it.
The binding of a flow to a virtual network depends on

the ISP’s desire, which could be based on many criteria,
like flow characteristics, SLA definition, among other. In the
SDN switch, this binding represents that a flow is linked to a
specific virtual queue for its virtual network, which controls
the resource utilized by the flows of the virtual network.

Within this context, it is possible to manage each VSDN
in a separate way according to the preferences defined by
the client in the SLA definition. For example, when VSDN-
1 identifies a congestion period, the ISP can increase the
amount of resources allocated to it. On the other hand, the ISP
could address the congestion in a different way for VSDN-2,
applying an admission control over new flows. Therefore, the
behavior of each VSDN can be adapted without influencing
other VSDNs under the same physical infrastructure.

Measurements from real networks [18] indicate that the
traffic demand fluctuates over time. Hence, a static resource
allocation scheme can be inefficient, thus degrading user
experience. Traffic variability is highly relevant to the EaaS.
Users access high volumes of data and video content, and
resource demands vary over time [2]. Similarly, failures in
the network (links and nodes) can compromise the already
established SLA, as well as impact the QoS experienced by
the user.

The SDM-EaaS architecture focuses on the management
of EaaS, which claims for solutions that encompass [2]: (i)
faster and flexible support to SLAs, facilitating very short
lived virtual networks; (ii) techniques to maintain and dy-
namically grow/shrink virtual networks, re-distributing vir-
tualized network resources; (iii) solutions to mediate many
potentially competing requests for virtualized resources, for
instance, to maximize the resource utilization; (iv) resource
allocation schemes and policies that take into account both
access technology and economic value; and (v) analysis and
consistency checking of management policy sets.

To accomplish the above, the proposed SDM-EaaS ar-
chitecture changes the VSDN characteristics according to

defined policies, addressing each type of network event. Con-
sistent with SDN principles, SDM-EaaS allows the network
administrator to associate with each VSDN the policies to
be followed when different network events occur. Thus, our
solution allows the customization of network parameters and
services, providing flexibility to adapt the service according
to the clients requirements. It can guarantee the SLA contract
and, at the same time, it isolates the behavior of each VSDN.
The idea is to give flexibility and automatic management to
the EaaS environment, providing a suitable QoS for the user,
while keeping the SLA required by the client.

Figure 2 illustrates the SDM-EaaS architecture and relation-
ship between its modules. Each environment that exists in the
EaaS context is represented by blue boxes and the modules of
SDM-EaaS are depicted by white boxes. The whole environ-
ment has the following components: (a) Infrastructure Layer;
(b) Network Hypervisor; (c) Control Layer; (d) Application
Layer; and (e) ISP-EaaS Manager.

The SDM-EaaS architecture was designed to complement
and extend the interaction between Controller and switches,
i.e., SDM-EaaS attaches management capacity to the existing
approaches of virtualization under SDN infrastructures. The
ISP-EaaS Manager environment represents the central part
of the SDM-EaaS architecture, which exchanges information
between the Infrastructure Layer, the Network Hypervisor and
the VSDN Controllers. Next, each module will be described,
emphasizing their functionalities and their role in the SDM-
EaaS architecture as a whole.

A. Infrastructure Layer

This section describes the modules related to the infrastruc-
ture environment, i.e., the set of SDN switches that compose
the EaaS environment. Each SDN switch has an agent that
encompasses the modules presented in the next sections.

1) Passive Monitoring: The SDM-EaaS architecture uses
the infrastructure information to manage the EaaS environ-
ment, where the Passive Monitoring performs information
gathering from each SDN switch. Basically, it is aware of the
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active flows in the switch, the traffic volume of each flow, the
switching information and the active ports.

2) Resource Allocation: After the ISP-EaaS Manager eval-
uates the EaaS condition and decides to adjust a VSDN, it
sends a message to a set of switches with the actions to be
performed. Thus, the Resource Allocation module receives the
message and performs the resource allocation for the VSDN
on-the-fly.

B. ISP-EaaS Manager

This section details the modules regarding the ISP-EaaS
Manager. It is the main part of the SDM-EaaS architecture,
since it monitors the environment, makes decisions, manages
SLA definitions, addresses network events and triggers poli-
cies.

1) Central Manager: The ISP-EaaS Manager needs a cen-
tral module to control the interaction among the other modules,
i.e., the behavior of the architecture as a whole. In this way, the
Central Manager module manages the service provision, the
virtual network deployment and the management of resources
within a VN.

First, it defines and negotiates the SLA. Second, it deploys
the VSDN. After that, it uses the other modules to perform
the monitoring and to manage the EaaS environment when a
network event is detected.

2) SLA Analysis: To manage the EaaS environment, the
SDM-EaaS architecture takes into account the current SLAs,
considering a faster and flexible support to SLAs, which is
the issue (i) claimed by the EaaS (faster and flexible support
to SLAs) [2]. This task is performed by the SLA Analysis
module. In the same way, it determines if it is feasible to
deploy the VSDN requested by the client based on the SLA
definition. It is not the focus of this paper to specify and to
negotiate the SLA. We consider that this process is performed
previously by another solution, for example the negotiation
protocol presented in reference [19].

The SLA Analysis module can also initiate the deployment
of a new VSDN when there are available resources to accept
the request. Thus, this module checks the information about
the resources available in the Infrastructure Manager and
requests the resource allocation for the deployment of the new
VSDN. In the same way, the SLA Analysis informs the Virtual
Network Deployment module about the set of protocols defined
in the SLA and instantiated in the VSDN. It configures the
policy to be associated with each network event in the Policy
Behavior module.

3) Infrastructure Manager: The deployment and the ad-
justment of the VSDN are based on the information about
the available resources and network components in the SDN
infrastructure. To this end, the Infrastructure Manager module
is defined. This module interacts directly with the Infrastruc-
ture Monitoring and Virtual Network Deployment modules to
control the resource information (availability) and to deploy
(or adjust) the internal characteristics (network components
allocation and protocols) of each VSDN, respectively.

More specifically, the Infrastructure Manager module acts
as the ISP interface to resource management. It provides

information about the network infrastructure, performs the
adjustments, and controls the interactions between these tasks,
which are all correlated. To perform the adjustment it is neces-
sary to verify the available resources; on the other hand, when
the resources are adjusted, the module needs to update the
resource information regarding the infrastructure and the SLA
of the VSDN. Hence, the tasks performed by the Infrastructure
Manager module encompass the issues (ii) and (iii) claimed
by the EaaS (management of both elasticity and competing
requests in VN) [2].

4) Infrastructure Monitoring: The Infrastructure Monitor-
ing module stores information regarding the resources and
network components (links and nodes) that are available under
the SDN infrastructure, which is different from the controller’s
perspective (which just sees the infrastructure allocated to it).
Besides that, it keeps information about the resources and
network components allocated to each VSDN, allowing the
ISP to know if it is possible to adjust the resources of a specific
VSDN. These data are used to perform the VSDN allocation,
as well as to supply the policies.

The Infrastructure Monitoring module assists Virtual Net-
work Deployment to perform the allocation and configuration
of a VSDN. The information it provides is critical to allocate
VSDNs on the EaaS environment.

5) Virtual Network Deployment: The main goals of the
Virtual Network Deployment module are the following: (i) to
generate the topology of the VSDN and configure it into the
network hypervisor and (ii) to instantiate the set of protocols
defined in the SLA under the SDN controller tied to the VSDN
being deployed.

The topology generation of the VSDN aims to determine a
network topology that is able to support the properties defined
in the SLA, i.e., the switches and links to compose the VSDN.
To perform this task, it is necessary to apply an allocation
algorithm in the system, as the one presented in [20].

Once the network topology is defined, the Virtual Network
Deployment is responsible for deploying it by communicating
with the network hypervisor and informing the desired char-
acteristics (network components and the set of protocols) in
the VSDN.

6) Event Handler: Since the Infrastructure Monitoring
module has the information about the EaaS environment, it
is necessary to identify the network events and trigger the
policy attached to address it. Thus, the Event Handler is
responsible for these tasks, in which the network events are:
(1) Adjustment; (2) Failure; and (3) Scheduling. More details
about the context and the characteristics of each network event
will be provided in Section IV.

The Infrastructure Monitoring module receives from other
modules the following information: (i) traffic demand of each
VSDN; (ii) the status (operational or failure) of each network
component; and (iii) the initial SLA definition of each VSDN.
In the Event Handler, each VSDN has a policy attached to each
network event. In this way, when a network event occurs, the
SDM-EaaS architecture allows the automatic reconfiguration
of the EaaS environment to address it. The policy to be applied
is specified in the SLA definition, i.e., it follows the client
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requirements. Note that the policies attached to VSDNs can
be different from one VSDN to the other.

Hence, when a network event is identified, the Event Han-
dler module triggers the policy for the network event, which
is defined on the Policy Behavior module.

7) Policy Behavior: Each policy addresses the network
events in a different way, i.e., each one performs different
procedures. For example, one VSDN could prefer to address
congestion by deploying an admission control over new flows,
while another VSDN could choose to request an increase in
resource allocation.

To give the flexibility and the isolation for the VSDNs
inside the EaaS environment, the SDM-EaaS architecture
allows customized policies to different VSDNs via the Policy
Behavior module. In this way, the VSDN can specify the
desired policy. One important point regarding network policy
definition is the consistency between policies, guaranteeing
that one policy will not affect another one of the same or of a
different VSDN. Hence, the SDM-EaaS architecture supports
the issues (iv) and (v) claimed by the Eaas (resource allocation
policies and their analysis) [2].

The specification and validation of the policy behavior,
are not the focus of this article. A possible approach to be
integrated to the SDM-EaaS architecture is the adaptation
of one of the existing network policy management proposals
[21], [22], [6] to formally characterize and validate policies.
However, the SDM-EaaS architecture is open to attach the
policies desired by the client (i.e. VSDN) whenever they are
specified in the SLA.

C. Network Hypervisor, Control and Application Layers

This section presents the modules related to the VSDN
environments, i.e., the set of SDN controllers and the set of
rules to generate the VSDN that each controller is responsible
for. Each controller has a set of Apps, which define the
behavior of the VSDN (the deployed functionalities).

The Control Layer represents the existing SDN controllers
that are deployed to control a VSDN, for example the Ryu
Controller1. The Application Layer denotes the set of Apps
that can be deployed in a controller. On the other hand, the
VSDN Rule depicts the specification of the set of network
components that will be allocated to a specific VSDN on
the Network Hypervisor. All of them are entities that already
exist to perform a VSDN deployment. Thus, they are just
presented in Figure 2 to illustrate the interaction of SDM-
EaaS architecture with the current approaches to have virtual
networks under SDN infrastructures, which characterizes the
EaaS environment.

IV. NETWORK EVENTS DEFINITION

The SDM-EaaS architecture defines three types of network
events that can occur in the EaaS environment: (1) Conges-
tion/Wastage; (2) Failure; and (3) Scheduling. Each network
event is described below, and some examples are given.

In this section, we propose solutions to address each defined
network event, aiming to keep the QoS experienced by the

1http://osrg.github.io/ryu/

user, as well as ensure the SLA definition. However, the SDM-
EaaS architecture is flexible to allow the deployment of other
solutions.

A. Congestion/Wastage

1) Event Description: The Congestion/Wastage network
events represent the case in which the resources allocated at
the moment are not suitable for the current traffic volume.
An example of this case is illustrated in Figure 3, which
represents an EaaS environment. The ISP-EaaS Manager in
Figure 3 shows the entity that manages the EaaS environment,
controlling all decisions. In the same way, T1 and T2 show
the time before and after the adjustment, respectively.

Fig. 3. Example of congestion event.

Figure 3 shows all the steps to perform the management:
(1) the congestion is identified, since the traffic demand will
be higher than the resource allocation, 30 Mbps (10 Mbps
from each user) and 20 Mbps, respectively; (2) the manager
consults the policy to be applied when the Congestion/Wastage
network event occurs; (3) the infrastructure is adjusted accord-
ing to the policy - in this example, the resource allocation is
configured to be the same of the traffic demand; and, (4) the
VSDN environment (network hypervisor and the controller)
is updated with the new network parameters, in this case the
amount of allocated resources.

2) Proposed Approach: This section describes an adjust-
ment policy, which aims to define if it is necessary to perform a
resource adjustment based on the traffic demand measurement.
Despite the traffic demand information, it uses the M and I
values: I is the set of initial resources allocated (defined in the
SLA) and M is the upperbound of allowed resource allocation.

The following notation is used to describe the policy behav-
ior: C is the current traffic demand; A is the current resources
allocated for the VSDN; F represents the size of the windows
to adjust the resource allocation, i.e., amount of resources that
will be increased or decreased; T is the percentage of the
current amount of resources allocated that is tolerated to be
higher (TH ) or lower (TL) than the current allocation; L is the
maximum time that C can stay higher than the current resource
allocation, where the network administrator is able to set the
value to attend client’s particularities. Thus, it considers the
environment in one of the following situations according to
the value of C:
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• Congestion: higher than TH+A
2 ;

• Alert: when A < C 6 TH+A
2 ;

• Feasible: when TL 6 C 6 A;
• Waste: lower than TL.
The defined situations are illustrated in Figure 4. The current

traffic demand C can be in one of these situations. In the
same way, the current allocated resources (A) is between
the initial SLA definition (I) and the maximum available
resource in the network infrastructure (M ). The definition of
M is used to guarantee that the resource allocation will not
exceed the available network resource, as well as will not
affect the isolation between all the VSDNs, since the resource
adjustment will be limited by it.

I MTH+AA

Waste Feasible Alert Congestion

TL
2

Fig. 4. Possible Situations of the VSDN.

The adjustment policy applies Algorithm 1 to identify
and to calculate a possible resource adjustment. It represents
the concepts mentioned previously to perform the decision.
Hence, it uses the current available infrastructure resources,
the situation of the VSDN and the current resource allocation
to make the decision. The Adj variable represents the value
to be requested from the ISP. When Adj is zero, no request
is sent (Feasible situation).

Algorithm 1 Adjustment Algorithm
1: Adj = 0; . Adjustment to be requested
2: if (TL 6 C 6 A) then
3: Feasible situation: adjustment is not necessary.
4: else
5: if C > A then
6: if C < TH+A

2 then
7: if Long period (L) of Alert Situation then
8: Adj = TH ;
9: end if

10: else
11: Congestion situation: Adj = C + F ;
12: end if
13: else
14: if C < TL then
15: Waste situation: Adj = TL;
16: end if
17: end if
18: Put Adj under the limit (I 6 Adj 6 M );
19: end if

In general, Algorithm 1 identifies what is the current situa-
tion of the resource allocation. It verifies if the current resource
allocation is suitable for the current traffic demand (from line
2 to 4), and if it is not, an adjustment is calculated. Line 18
controls if the adjustment made is not lower than the original
allocation defined in the SLA (I) or higher than the resource
availability at the moment (M ).

The adjustment is related to the scenario, where a critical
situation (Congestion) results in a major change in the resource

allocation, according to the factor F . On the other hand, when
the traffic demand is not far away from A, a small adjustment
is requested. Finally, the algorithm checks if the adaptation is
in accordance with the defined acting limits.

SDM-EaaS architecture allows the network administrator to
set the frequency of the algorithm execution to determine a
possible adjustment. The frequency of execution can affect
the scalability of system if the applied policy has a high
computational complexity. However, the proposed Algorithm
1 does not compromise the scalability of the architecture, since
the complexity of Algorithm 1 is linear.

The periodic information regarding to the current traffic
demand (C) is given by the Passive Monitoring module, and it
is stored under Infrastructure Monitoring module. The Event
Handler checks in which state (Congestion, Alert, Feasible,
and Waste) C is according to the Policy Behavior module.
If any adjustment is necessary, the Event Handler informs
to the Central Manager module, which communicates with
Infrastructure Manager and Resource Allocation modules to
update the resource allocation to the VSDN analyzed.

B. Failure

1) Event Description: Users become frustrated when the
Internet access fails and the quality level of applications
is reduced. Within this context, one important issue to be
improved in networking environments is resilience. Resilience
has been defined as the capacity of the network to provide a
minimum specified level of service in situations of faults in
the standard operation [1]. Thus, a Failure event represents a
situation of fault in standard operation of a network component
(link or node). In this case, the VSDNs affected by the failure
need to be adjusted to guarantee the QoS for the user and to
keep the SLA parameters. Figures 5 and 6 show a situation of
failure.

Fig. 5. Failure detection.

Step 1 in Figure 5 illustrates the infrastructure monitoring
and the failure identification. After that, the ISP-EaaS Man-
ager consults the policy attached to the Failure event, and
performs the adjustment in the VSDNs affected by the failure
(Step 2). In Figure 5, only VSDN-2 needs to be adjusted.
Hence, new components are selected to be allocated in the
VSDN-2, resulting in the situation illustrated in Figure 6.

2) Proposed Approach: To deploy VSDNs, it is necessary
to develop an allocation algorithm that decides which com-
ponents (links and nodes) will take part on the VSDN to
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Fig. 6. Environment after failure.

comply with clients’ requests. Additionally, the concept of
resilience involves not only incorporating reactive actions to
manage post-failure consequences, but also pre-event strategic
planning.

To deal with failure events and bring resilience to the
network, we propose an algorithm to generate one main VSDN
topology, plus a backup topology to be deployed when a
failure under the main topology happens. The objective of
the proposed algorithm is to allocate a VSDN that has the
desired bandwidth under normal operating conditions, but is
also planned to be resilient under failure events.

In our previous work [20], we developed an algorithm to
generate the redundancy inside the VN according to desired
reliability. From this existing algorithm, we extended the
previous work and developed Algorithm 2 to find one main
topology to be used as virtual topology for the VSDN, and
one backup topology to be used when necessary. The idea is
to define the backup topology periodically, aiming to keep it
updated and suitable to the current resource availability in the
network.

The following notation is used to model the VSDN alloca-
tion problem. Let G be a weighted directed graph representing
the network infrastructure. Let D be a set of k designated
gateway nodes, and wl be the cost/weight of network link
l. Let ℘ represent a quantity close to infinity, and b is the
bandwidth requested by the client.

Algorithm 2 Generate VSDN Topology
1: Topology Main = ShortestPath(G, s, D, b);
2: Copy G to G′;
3: for all Link i ∈Main do
4: for all Link j ∈ G′ do
5: if (i == j) then
6: wj = ℘ ;
7: end if
8: end for
9: end for

10: Topology Backup = ShortestPath(G′, s, D, b);

Initially, the Main topology is generated from a shortest
path algorithm (ShortestPath), i.e., the Dijkstra algorithm
defines the paths to reach the destination nodes in D. The
wl of each link in G is 1 if it has at least an amount b
of available bandwidth, and the link l is removed from the
topology otherwise.

After the definition of the Main topology, a copy of the
network infrastructure (G′) is created and it is used to update
the weight of the links. This update process (from line 3 to
9) aims to avoid the usage of the links already allocated in
the Main topology, assigning them with ℘ (close to infinity).
℘ allows the avoidance of the links in Main, but without
discarding them as an option, thus forcing the algorithm to
seek for alternative paths to reach the desired nodes in the
second call of ShortestPath function under the updated
topology G′ (line 10).

In a nutshell, Algorithm 2 constructs an initial topology, and
after that, with the update of link’s weight, it seeks alternative
paths. The link update is used to avoid allocating edges already
being used in the main topology, but still considering them
as an option, thus seeking for an alternative paths. If no
alternative path exists, the algorithm uses part of the main
path due to non existence of a full disjoint path, allowing
an allocation that uses the current resource of the network
infrastructure.

The proposed approach will interact with the Passive Mon-
itoring and the Infrastructure Monitoring modules to identify
when the network component fails. Therefore, it notifies the
Event Handler module, which determines the active VSDNs
that were affected by the failure. After that, the set of adjust-
ments in the VSDN topologies is informed by the Central
Manager module, which communicates with Infrastructure
Manager module to update the VSDN topology allocation in
the Virtual Network Deployment module. The Virtual Network
Deployment module is responsible for interacting with the
network hypervisor to deploy the new VSDN topology, and
Resource Allocation updates the resource allocation under the
switches in the network infrastructure.

C. Scheduling

1) Event Description: The traffic demand for the edge
network follows the social behavior of the users [18]. Thus,
the traffic demand changes during the day [23]. Differently
from than Congestion/Wastage event, the Scheduling event
represents the situation when an adjustment in the resource
allocation is proactively announced or can be accurately
predicted. In this way, it is possible to plan this resource
allocation, preventing or smoothing the difference between the
traffic demand and the current resource allocation for a VSDN.
An example of this situation is presented in Figures 7 and 8.

Fig. 7. Low demand period.
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Fig. 8. High demand period.

Figure 7 shows the first hours of the day, where few users
generate low traffic. On the other hand, Figure 8 illustrates
the time of the day which many users request high amount of
resources to the edge network. A good strategy is to plan the
resources allocated and the VSDN behavior according to the
social behavior, i.e., the traffic demand usually observed during
an specific time of the day. The Scheduling event represents
this idea: the change of the VSDN configuration according to
the planned schedule. In this example, the schedule defines
that the resources allocation is increased during the period of
higher traffic demand.

2) Proposed Approach: As described in Section IV-B2,
an allocation algorithm is used to deploy a VSDN and it is
necessary to plan the VSDN allocation to improve the resource
utilization. Regarding the Schedule event, the allocation algo-
rithm must consider the concept of allocation slot. Time slot
means that the client does not define a fixed bandwidth to be
allocated, but he/she defines a set of configurations that defines
the bandwidth to be allocated in a specific slot of time.

To represent the allocation slot, S is the set of allocation
slots, where si is the bandwidth requested to the time i. In this
article, we consider an allocation slot based on hours per day,
i.e., 24 slots per day (ranging from 0 to 23). For example,
in Figures 7 and 8 the configuration should be s5 = 5 and
s9 = 30, respectively. In the same way, let P be the set of
topologies, and pi be the topology allocated for the time i.

To deal with schedule events, we propose Algorithm 3 to
generate a VSDN topology for an initial allocation slot, and
after that, to try to allocate the VSDN with lower number
of changes in the current VSDN in comparison with the
previous allocation slot. The idea is to keep as maximum
as possible the initial topology with the goal of decreasing
the impact of virtual components and flows migration under
service provision, since it generates a gap in the service
provision during the update process.

We consider that an initial allocation slot will be always
provided (i.e., the allocation slot S0 is always given by the
client). This allows the algorithm to have an initial configura-
tion to perform the VSDN allocation. The notation previously
defined in Section IV-B2 is applied. Additionally, let ε be a
quantity close to zero and bl be the available bandwidth in
link l.

First, the definition of the initial topology P0 is made
according to ShortestPath (described in Section IV-B2), and
it is used as the base for the schedule process. Pp is defined

Algorithm 3 Generate the Schedule for a VSDN Topology
1: Topology p0 = ShortestPath(G, s, D, S0);
2: Copy p0 to pp;
3: for all Time Slot i ∈ S do
4: for all Link l ∈ pp do
5: if (bl 6 si) then
6: wl = ε;
7: else
8: wl = ℘;
9: end if

10: end for
11: Topology pi = ShortestPath(G, s, D, si);
12: Copy pi to pp;
13: end for

in line 2, which is implemented to keep the topology of the
previous allocation slot.

Algorithm 3 travels through all the allocation slots given by
the client, aiming to identify if the previous topology (Pp) fits
well to the current allocation slot analyzed (Si). To check it,
from line 4 to 10, Algorithm 3 verifies if the links allocated in
Pp (line 5) have the bandwidth requested in current allocation
slot to assign ε, or assign ∞ otherwise.

The usage of ε aims to encourage the utilization of link l,
since it is suitable to Si. On the other hand, if the link l can
not be used to allocate Si, its weight (wl) is set to ℘ to enforce
the definition of a new topology (in line 11) to avoid link l
without discarding it as an option (in the case where no other
link exists).

Basically, Algorithm 3 tries to adjust the previous topology
just replacing the links which do not fit the bandwidth by other
link(s) that are suitable, keeping as maximum as possible the
initial topology. This process maintains the current configura-
tion of the switches and the network hypervisor increasing the
performance and the delivery capacity of the network, since it
tries to avoid a gap in the service provision.

Algorithm 3 is applied to generate the schedule of a single
VSDN. Hence, the order to analyze the VSDNs of all clients
is defined according to the network administrator, which can
be based on pricing, first-in-first-out, SLA duration, and other.

In general, to define the schedule, the Event Handler module
gets the SLA definition with the desired allocation slot de-
scription (S) and it is applied into the Policy Behavior module
which contains Algorithm 3 to make the scheduling. When the
scheduling for the set S is done, this information is stored in
Event Handler, which controls when a new allocation slot is
reached and triggers the adjustment to be made by the Virtual
Network Deployment and the Resource Allocation modules, as
in the Failure event.

V. EXPERIMENTS

To evaluate the SDM-EaaS architecture, a prototype was
developed. The experiments aim to evaluate the ability of the
proposed architecture to address the occurrence of events in
the network, including the identification of the event and the
application of the proposed method to each specific network
event. SDM-EaaS is expected to prevent the decrease in the



1932-4537 (c) 2015 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TNSM.2016.2538821, IEEE
Transactions on Network and Service Management

10

quality of experience and to improve resource utilization. The
experiments for Congestion/Wastage, Failure, and Scheduling
events are described in Sections V-A, V-B, and V-C, respec-
tively.

A. Congestion/Wastage Testbed

The experiments for the Congestion/Wastage events were
run in a real testbed. The experiments consisted of a set of
UDP flows injected from the user to a destination server,
in which the VSDN is the interconnection between the user
and the server. Figure 9 illustrates the environment configured
to perform the experiment. In this experiment the network
resource adjustment mechanism described in Section IV-A2 is
applied as a Policy Behavior.

Fig. 9. Testbed configuration

The testbed consisted of a Pica82 switch as the SDN
infrastructure, a Linksys WRT54GL3 as client Access Point
and a Nexus tablet4 as the user. The Ryu was the Open Flow
controller of the VSDN, while Flowvisor was the network
hypervisor. The testbed experiments were performed at the
Network Research Laboratory (NRL) of the University of
California Los Angeles (UCLA).

Usually, network traffic models assume that the inter-arrival
time and duration of flows, which results in traffic demand,
follow an exponential distribution [24]. Hence, both the re-
quested bandwidth and duration of requests are generated
by an exponential distribution, since both parameters can be
considered related to the traffic demand. In this experiment,
the following mean values were used: transmission rate =
200Kbps, packet size = 500B , interval between flows =
200ms and duration per flow = 30 seconds. Each experiment
generated flows during 60 seconds, i.e., a new flow was started
until the 60th second. The network tool Iperf5 was used to
generate the data flows.

The adjustment was applied to the bandwidth of the path
connecting the user to the server via the Pica 8 switch. The
range is from 1Mbps as minimum (TL), to 10Mbps as max-
imum (TH ), 10% of tolerance (T ) and 1Mbps as adjustment
factor (F ). SDM-EaaS was compared to the current static
resource allocation approaches (i.e., the bandwidth assigned
to each VSDN is the same during the experiment), namely:

2http://www.pica8.com/
3http://www.linksys.com/en-eu/products/routers/WRT54GL
4http://www.google.com.br/nexus/7/
5http://sourceforge.net/projects/iperf/

1− Fixed, 5− Fixed and 10− Fixed, with 1Mbps, 5Mbps
and 10Mbps, respectively. This static allocation is used as
a comparison case because it is the usual approach applied
by the ISPs in the service delivery. The experiments were
performed 50 times for each case, and the results are presented
with a 95% confidence interval.

The difference between the current traffic demand and the
resources allocated can generate two situations: (i) wastage,
when the client is paying for unused resources; and (ii)
degradation of QoS, when the allocated resources are not
enough to support the traffic demand, generating packet losses
and reducing the QoE of users.

Figure 10 presents the waste of resources in the experi-
ment. The positive values represent wastage situations, while
the negative values show the degradation of QoS situations
(congestion). The adjustment mechanism enabled by the SDM-
EaaS keeps the waste of resources low, avoiding both ex-
tremes.
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Fig. 10. Difference between allocation and demand

Figure 11 shows the average percentage of loss of all flows
that started at each second in the experiment. For example, the
loss at the 10th second refers to loss of the flows started at time
10s regardless their configuration. Thus, Figure 11 illustrates
the QoS degradation caused by the difference between the
traffic demand and the resource allocation.
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Fig. 11. Average loss

According to the information on the loss, the adjustment
mechanism (based on Algorithm 1), the 5Mbps and the
10Mbps cases present low loss percentage. This occurs be-
cause 5Mbps and 10Mbps have a static allocation higher than
the traffic demand, while the 1Mbps case experienced higher
losses. The loss generated by the SDM-EaaS architecture is
5 times lower than the 1-Fixed case, and it is similar to the
5-Fixed and 10-Fixed cases.

In general, the usage of the adjustment process of the SDM-
EaaS architecture results in a suitability for the traffic volume
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and a lower level of loss experienced by the user, while it
improves the resource utilization of the SDN infrastructure.

Additionally, we analyzed the behavior of the proposed
solution when several VSDNs are running over the network
infrastructure. The experiments consisted of 1, 5, 10, 15 and
20 virtual networks running in parallel and a set of traffic
is injected in each virtual network, demanding the SDM-
EaaS architecture to adjust the VSDNs according to the traffic
volume of each one, considering the available bandwidth.

We compared the SDM-EaaS architecture against two fixed
approaches: (a) 5 Mbps fixed allocated to each VSDN, in-
dependently of the number of actives VSDNs; and (b) a
split approach, which splits the bandwidth (100 Mbps in the
experiments) between the active networks, for example, when
5 VSDNs are active, each one has 20 Mbps allocated.

Figure 12 shows the average waste of resources in each
case. We can observe that the Split approach generates a very
high waste when few VSDNs are active. On the other hand,
the SDM-EaaS architecture keeps the usage of the resources
effective in all cases, representing the capacity of the SDM-
EaaS architecture to deal with several VSDNs simultaneously.
It is worthy mentioning that in the 20−Case the flows injected
in each VSDN results in a traffic volume higher than the total
available bandwidth, i.e., it is higher than 100 Mbps. This
configuration leads the network infrastructure to be saturated,
passing by all the possible situations of the resource allocation
in front of the traffic volume: waste, feasible and congestion.
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As a consequence of the resource usage, the injected flows
suffer several losses, that are presented in Figure 13. In the
5− Fixed case, the losses occur more frequent, since during
all the experiment the bandwidth allocated is not suitable for
the traffic volume.
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Both Split and SDM-EaaS architecture achieve very low

loss percentage in the cases where the few VSDNs are active,
but the waste of resource of the Split approach is very high.
This fact does not occur in the SDM-EaaS architecture, which
keeps the loss percentage low while is possible, since when
the 20 VSDNs are active, the traffic volume is higher than the
bandwidth of the network infrastructure.

In general, the SDM-EaaS architecture is able to manage
the resource allocation to the set of active VSDNs while there
is available bandwidth to be used, representing a very low
waste of resource. In the same way, it generates benefits to
the user’s flows that traverse the VSDNs, maintaining the loss
percentage low.

B. Experiments of Failure

To evaluate the SDM-EaaS architecture and the proposed
solution for Failure event, we performed two sets of exper-
iments: (i) an individual evaluation of the VSDN behavior
when a failure occurs; and, (ii) the evaluation of connectivity
of several VSDNs when failures in the network increase.

1) Individual analysis: The first experiment deployed the
scenario presented in Figure 5 in the Mininet6 emulator, which
creates an SDN/Openflow network of virtual hosts, switches,
and links. The Mininet was used because it is necessary to
have a higher number of links and nodes to deploy the VSDN
with both a main and a backup path, which is not possible
using a single Pica8 SDN switch, as in the Congestion/Wastage
experiment.

This experiment aims to evaluate the proposed algorithm
in the SDM-EaaS to deal with Failure events (described in
Section IV-B2) against the no usage of it, identifying the
benefits and the overhead under the QoS experienced by the
user. Therefore, we injected a TCP flow (using the Iperf tool)
of 60 seconds of duration in a virtual network with 100Mbps
of resource allocation.

Two situations were emulated to vary the scenario con-
figuration: (i) one link from the main path is configured to
shutdown after 30 seconds, and the backup path is deployed;
and (ii) two links are configured to shutdown after 30 seconds,
one from the main path and another one from the backup path,
and the SDM-EaaS has to seek for another alternative path.
These configurations aim to evaluate the proposed solution in
single failure and multiple failures.

Figure 14 illustrates the data transfer of the TCP flows
over the time. When the transmission reaches 30 seconds
the link(s) is(are) shutdown, which results in a break in
the data transfer. However, when just one failure happens
the SDM-EaaS architecture (using Algorithm 2) has a short
period of disconnection (around two seconds), which is the
time to identify the failure plus the time for the architecture
to communicate with the Network Hypervisor to update the
VSDN components and to perform the resource allocation for
the VSDN in the network infrastructure.

On the other hand, when the Algorithm 2 is not used, regard-
less the number of failures, the communication is disrupted for
a long period (around 5 seconds), since it is necessary, besides
the steps mentioned previously (to identify the failure and

6http://mininet.org/
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deploy the new VSDN components), to collect the information
about the network infrastructure and calculate the new VSDN
topology. When multiple failures compromise the main and
backup paths, even with Algorithm 2, it is necessary to
perform a new search for the VSDN, resulting in a similar
behavior of no backup path definition.

The difference of time to restore the service delivery tends
to be higher between the usage of the proposed solution or not
according to the number of nodes and links, since the time to
search for a new path after failure is directly proportional to
the size of the network infrastructure. Usually, the running
time of the search task is O(n2 + m) for n nodes and m
links.

Algorithm 2 improves the resilience of the network, allow-
ing a faster re-establishment of the service without overhead
for the network, while getting a similar performance when the
worst case happens (multiple failures that compromise both
main and backup paths). To deal with the worst case, one
possible approach is to define more than one backup path,
which increases the resilience of the network. However, this
approach increases the search time, as well as when the infras-
tructure topology does not have many network components, it
is not possible to find many alternative paths.

2) Connectivity analysis: After the individual evaluation
performed in the first experiment, we analyzed the behavior
of our solution when several VSDNs are deployed and some
network components fail. For this second experiment, we
developed a VSDN allocation simulator7, which is able to
perform the following tasks: (i) load an infrastructure topology,
in this article we used the Internet28 as topology; (ii) manage
the infrastructure, as well as resource availability; (iii) define
the network for a set of requests according to the allocation
algorithm chosen; (iv) generate a set of random failures of
network components; and (v) verify the network connection
status based on a sequence of failures of network components.
Thus, the developed simulator can be used to evaluate the
connectivity of VSDN in front of failure events.

The experiments aim to evaluate the capacity of the proposal
to allocate a set of one hundred VSDN requests and to analyze
the connectivity when failure events occur. Therefore, we
evaluate the scenarios according to failure percentage. For
example, “5%” means that 5% of components randomly failed.

7http://bitbucket.org/rafaellgom/vn-allocation/
8http://www.internet2.edu/

The result regarding the number of solved requests that
keep full connectivity (reach all desired nodes) after some
network component failures is depicted in Figure 15. We
observe that the SDM-EaaS keeps a higher connectivity when
compared to the traditional single path approach. In all cases,
the connectivity status of the set of VSDNs generated by the
SDM-EaaS is around 25% higher than the existing approach.
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In general, the connectivity decreases according to the
increment of the number of components that fail. An important
point to verify in this analysis is the capacity of our solution
to define a set of VSDNs that could keep the connectivity high
even when the failure occurrence increases.

C. Experiments of Schedule

The experiment of Schedule used the Mininet emulator,
where the scenario presented in Figure 7 was deployed. In
the experiments, a set of random UDP flows were injected
in the network during 30 seconds, and the following mean
values were used: 300Kbps of transmission rate, 100ms of
interval between flows, and 30 seconds of duration per flow.
Additionally, a set of allocation slots are given and compared
against a fixed allocation approach (10 Mbps, 25 Mbps, and
50 Mbps).

Although we described Algorithm 3 to work based on
hours, during the experiments the algorithm was adapted to
work for allocation slots according to seconds, aiming to
scale for the period used in the experiments. Following the
notation presented in Section IV-C2, the set of allocation
slots was: S0 = 10, S10 = 30, S15 = 40, S45 = 30, and
S60 = 10, i.e., initially allocates 10 Mbps, when 10 seconds
are reached the allocation is updated to 30Mbps, and so on.
The information regarding the resource allocation and the
traffic volume generated are shown in Figure 16.
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The average percentage of loss of all flows that started at
each second in the experiment, as described previously, is
presented in Figure 17. As a consequence of the schedule
allocation, the loss was very close to zero, similarly to the
fixed allocation of 50Mbps.
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In general, the planning resulting from the schedule pro-
cess provides a better utilization of the network resources.
However, the performance of the scheduling process is related
to the given set of allocation slots. Thus, mis-formulated
allocation slots can generate congestion (decreasing the QoS
experienced by the user), or can result in wastage of network
resources. The definition of the allocation slots can be made
according to social behavior [18], previous observation, and
others.

D. Final Remarks
The SDM-EaaS architecture was designed to give more

flexibility to EaaS environments, mainly due to the capacity
to identify and to adapt the VSDN characteristics according
to network events, which could decrease the performance of
the network. Moreover, the approaches proposed to deal with
the events described before can be merged, resulting in a more
robust management, as well as extended to incorporate more
functionalities.

For example, the schedule approach can define a VSDN
with both main and backup paths for each allocation slot
of a VSDN, thus merging the solution for the Schedule and
Failure events. Additionally, when a VSDN is operational, an
unexpected increase or decrease on the traffic volume could
occur, making the current allocation slot not suitable to it.
Hence, the Congest/Wastage event is triggered and Algorithm
1 could run according to the available resources in the network
infrastructure.

It is possible to extend the focus of the solution for
each network event according to the network administrator
willingness. For example, if the EaaS is designed to intercon-
nect multimedia application, Algorithm 1 could consider an
adjustment to be made based on the bitrate of the video flows.
Furthermore, if the EaaS receives a set of VSDNs with similar
allocation slots, which does not guarantee that all VSDN
could have the desired allocation slot in the peak period, two
approaches could be deployed: (i) the network administrator
first analyzes the high priority VSDNs based on a policy (for
example based on higher pricing, or contract duration, etc);
and, (ii) the Congestion/Wastage event is considered to release
network resources temporarily, when wastage is identified.

Using the event concept allows the management of the
EaaS environment, focusing directly on the situation that is
identified, yet keeping the isolation between the VSDNs. Thus,
the network is capable to simultaneously adjust and plan the
VSDN individually, but also considering the status of the
network infrastructure as a whole. This approach results in
a better resource utilization and QoS experienced by the end-
user, as the performed experiments suggested.

VI. CONCLUSION

This article presented SDM-EaaS to enhance the manage-
ment capacity of EaaS environments, bringing more flexibility
and improving resource utilization. A definition and analyses
about the network events were presented, as well as how
the SDM-EaaS architecture was designed to deal with each
network event that occurs in an EaaS environment.

A prototype of the SDM-EaaS architecture was developed
and it was evaluated using two approaches: (i) a real testbed
representing an EaaS environment for the Congestion/Wastage
event; and, (ii) a set of experiments under an emulation
environment and a simulator for the the Failure and Schedule
events. The objective of the experiments was to evaluate the
feasibility of the SDM-EaaS architecture in a ISP, analyzing
the behavior of the proposed methods when the number
of active VSDNs increase. Based on the experiments, the
proposed SDM-EaaS architecture identifies network events
and manages the EaaS environment to deal with these events.
Thus, applying the proposed architecture, it is possible to
guarantee the QoS level, obey the SLA definition, and avoid
unnecessary financial expenses.

As future work, we intend to extend the architecture to
interact with existing policy frameworks and to perform a
larger set of testbed experiments to encompass all the network
events described in this article. Additionally, we plan new
more robust solutions to each network event described in this
article, since the base architecture for VSDN management is
defined, for example adding optimization models.
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