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Abstract— Cooperative communication has gained much
interest due to its ability to exploit the broadcast nature of
the wireless medium to mitigate multipath fading. There has
been considerable research on how cooperative transmission
can improve the performance of the physical layer. Recently,
researchers have started to consider cooperative transmission in
routing, and there has been a growing interest in developing coop-
erative routing protocols. Most of the existing cooperative routing
algorithms are designed to reduce the energy consumption;
however, packet collision minimization using cooperative routing
has not yet been addressed. This paper presents an optimization
framework to minimize collision probability using cooperative
routing in wireless sensor networks. We develop a mathematical
model and formulate the problem as a large-scale mixed integer
non-linear programming problem. We also propose a solution
based on the branch-and-bound algorithm augmented with
reducing the search space. The proposed strategy builds up the
optimal routes from each source to the sink node by providing
the best set of hops in each route, the best set of relays, and
the optimal power allocation for the cooperative transmission
links. To reduce the computational complexity, we propose a
near-optimal cooperative routing algorithm, in which we solve
the problem by decoupling the power allocation problem and
the route selection problem. Therefore, the problem is formulated
by an integer non-linear programming, which is solved using the
branch-and-bound space reduced method. The simulation results
reveal that the presented algorithms can significantly reduce the
collision probability compared with the existing schemes.

Index Terms— Cooperative routing, collision minimization,
mixed-integer optimization, wireless sensor networks.

I. INTRODUCTION

OOPERATIVE communication has emerged as a promis-
C ing approach for mitigating wireless channel fading and
improving the reliability of wireless networks by allowing
nodes to collaborate with each other. Nodes in cooperative
communication help each other with information transmission
by exploiting the broadcasting nature of wireless commu-
nication [1]. In a cooperative transmission scheme, neigh-
boring nodes are exploited as relay nodes, in which they
cooperate with the transmitter-receiver pair to deliver multiple
copies of a packet to the receiver node through independent
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Fig. 1.

A simplified cooperative transmission model.

fading channels. The idea behind cooperative transmission is
shown in Fig. 1. This figure illustrates a simple cooperative
transmission scheme where two nodes (one source node and
one relay node) communicate with the same destination node.
Each node has one antenna and does not individually have
spatial diversity. However, it may be possible for one node
to overhear the signal of other nodes and forward them
to the destination node. Because the fading paths from the
two nodes are statistically independent, this generates spatial
diversity. Combining multiple copies of the same signal at the
destination node leads to several advantages, including a better
signal quality, reduced transmission power, better coverage,
and higher capacity [2]-[4].

Routing algorithms that take into consideration the advan-
tages of cooperative transmission are known as cooperative
routing. Therefore, cooperative routing is a cross-layer design
approach that combines the network layer and the physical
layer to transmit packets through cooperative links. This
cross-layer design approach effectively enhances the perfor-
mance of the routing protocols in wireless networks.

In general, a cooperative route is a concatenation of
cooperative-transmission and direct-transmission links. Fig. 2
shows an example of cooperative routings. The direct-
transmission (DT') block is represented by the link (a,b),
where node a is the transmitter node and node b is the
receiver node. The cooperative-transmission (C7T) block is
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represented by the links (i, j), (i, k), and (k, j), where i is
the transmitter node, k is a relay node, and j is the receiver
node. In cooperative transmission, in addition to the direct link
from the transmitter node to the receiver node, one or more
relay nodes can be used to forward the signal to the receiver
node. Therefore, the definition of the traditional link, which
includes only two nodes, should be revised.

Cooperative routing was introduced by Khandani et al. [5]
and the authors also showed that the problem of finding
the optimum cooperative route is NP-Hard. In the past few
years, significant progress has been made on the design
and development of cooperative routing protocols. In [6],
we presented a comprehensive survey of existing cooperative
routing techniques together with the highlights of the per-
formance of each strategy. While many efficient sub-optimal
cooperative routing algorithms are proposed in the literature,
only a few studies have focused on optimal cooperative
routing. Sub-optimal cooperative routing algorithms can be
divided into two categories. The first category of cooperation-
based routing algorithms, namely Cooperative Along Shortest-
Path (such as the proposed algorithms in [5], [7], and [8])
is implemented by finding the shortest-path route first, and
then building the cooperative route based on the shortest
path. The main idea of algorithms in this category is to
use cooperative transmission to improve performance along
the selected non-cooperative route. However, the optimal
cooperative route might be completely different from the non-
cooperative shortest path. Therefore, the merits of cooperative
routing are not fully exploited if cooperation is not taken
into account while selecting the route. One of the heuristic
cooperative routing algorithms presented in [5] is called the
Cooperative Along Non-cooperative (CAN-L) algorithm with
the objective of minimizing total transmitted power. The basic
idea is to run a non-cooperative shortest path first, and then
to use cooperative transmission by the last L nodes along
the non-cooperative path. To deal with the outage prob-
lem, the authors in [8] proposed k-shortest path cooperative
routing (OKCR) algorithm. The OKCR algorithm first runs k
non-cooperative shortest path (which minimize total trans-
mission power) and then in each link of non-cooperative
paths, the best relay that minimizes the outage probability is
assigned. After constructing all the cooperative links over each
path, the path that requires less total power is chosen. The
algorithms in the second category, Cooperative Based Path
(e.g., the proposed algorithms in [9]-[11]), address the above
problem by exploiting cooperative routing during the route
selection process. However, the algorithms in this category
are not optimal due to the following reasons: (1) they employ
sub-optimal approaches in the relay node selection [10],
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power allocation [9], [11], or route selection [12] and (2) they
utilize optimal relay node selection, resource allocation, and
route selection but not jointly (as will be discussed in detail
in Section IV), such as the algorithm in [2]. Authors in [9]
presented an algorithm called Minimum Power Cooperative
Routing (MPCR). The algorithm finds the route that minimizes
the total transmission power. MPCR makes routing decisions
by assuming the cooperative transmission is also available for
each link. In [10] the authors proposed the EP-H1 algorithm.
The EP-HI1 algorithm considers the two-stage cooperation
model to find the route that consumes minimum energy.
In the fist stage the transmitter node broadcasts the message
to its neighbors. In the second stage every node that has
successfully decoded the message will joint the transmitter
node to form a cooperative transmitting set. The transmitting
set cooperatively transmits the message to a receiver node
using equal power. The power allocation vector minimizes the
total amount of consumed energy.

Most of the existing cooperative routing algorithms, such
as [5], [9], and [10], focused on the algorithm design and
performance analysis without addressing implementation
issues; only a few proposed algorithm, in [11] and [13], deal
with the practical aspects of cooperative routing. The authors
in [13] used parametric programming in an off-line man-
ner to reduce the computational requirements for the sensor
nodes to very simple operations during network functioning.
In [11], the authors take practical system parameters into
consideration, such as, channel codes, modulation, data rate,
frame error rate, retransmissions, and hardware energy
consumption. The author proposed two cooperation routing
algorithms to minimize energy consumption. The first
proposed algorithm, namely cooperation over non-cooperative
shortest path is in the first category of cooperative routing
(cooperation along non-cooperative path) and the second
proposed algorithm, namely cooperative cost based shortest
path routing is in the second category of cooperative routing
(cooperative based routing algorithm).

The main objective of cooperative routing in all proposed
schemes, either the optimal or sub-optimal cooperative routing
algorithms, is to save energy while guaranteeing a certain QoS.
However, packet collision minimization has not been taken
into account in existing cooperative routing algorithms.

Interactions among multiple neighboring flows may lead to
the hidden and exposed node problems which cause packet
collision. In general, cooperative routing can improve the
performance due to the more robust links and less power
consumption. However, cooperative routing causes extra
packet transmission by the relays. Therefore, the gain of a
cooperative routing algorithm with multiple flows is different
from the one with a single flow, especially in terms of the
packet collision probability. There are only a few papers, such
as [14]-[16], that considered multiple flows in cooperative
routing. In [14] collision is brought into attention by defining a
contention graph, where a set of transmitting nodes coordinates
their transmissions to a set of receiving nodes. However, the
final objective of the routing protocol in [14] is minimizing
the total transmission power, and the algorithm approaches the
non-cooperative protocol when network congestion emerges.
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Moreover, to avoid collision in the proposed algorithm in [14],
each flow is transmitted in a certain time slot. The collision
problem of cooperative routing in [15] is solved in the
MAC layer, and the objective of the cooperative routing is
maximizing the network flow. In [16], we proposed Minimum
Collision Cooperative Routing (MCCR) algorithm by combin-
ing cooperative transmission, optimal power allocation, and
route selection. In the MCCR algorithm, firstly, each node
calculates the collision probability caused by transmitting a
signal from that node to the other nodes in the network. The
calculation is done using the initial transmission power (for the
source and relay), which is assumed to be 0 dBm, the standard
value in IEEE 802.15.4 devices [17]. Since the optimum relay
location in decode-and-forward relaying technique is at the
middle point between i and j of a cooperative link [18],
we select a relay node (k) which is the closest to the middle
point of each link. In the second step, Bellman-Ford algorithm
is applied to find the route which has the minimum cost
function of the entire route. Therefore, the route which causes
the minimum collision probability to all nodes in the network
is selected. In the third step, optimal power is allocated to all
nodes (sources of direct transmission links and sources and
relays of cooperative transmission links for all hops of the
selected route) in the selected route. The optimal transmission
power is obtained using the Lagrange Multipliers method.
The MCCR algorithm is a sub-optimal routing due to the
following reasons; (1) the optimal power allocation technique
is decoupled from the optimal route selection and (2) a sub-
optimal approach is employed in the relay node selection and
relay nodes are selected as the node closest to the middle point
of the transmitter and receiver nodes of each link.

In Wireless Sensor Networks (WSNs), upon the detec-
tion of an event, packet traffic load in some spots may
get intensified, resulting in a high packet collision rate and
consequently, packet loss. To solve this problem, we develop
a mathematical characterization for the collision probability
in cooperative routing. The presented framework demonstrates
the exact formulation for the optimal relay node and optimal
power allocation set, and the joint use of optimal power,
relay node allocation, and path selection. The final problem
formulation is in the form of Mixed Integer Non-linear
Programming (MINLP). We propose a solution procedure
based on the Branch-and-Bound method augmented with
the effective space reduction method. The computational
complexity of the algorithm for solving these problems grows
exponentially with the number of binary variables. Due to
the high complexity of the problem, one cannot obtain
optimal solutions within reasonable time for the large network
topologies. Therefore, one needs to resort to the heuristic
approach. We present a sub-optimal algorithm for the formu-
lated problem by decoupling the optimal transmission power
allocation from the route selection. We solve the Integer
Non-linear Programming (INLP) in the first phase and apply
optimum power in the second phase; therefore, the cooperative
routing using INLP, is a sub-optimal algorithm.

To the best of our knowledge, there is no framework
which can accurately characterize the collision probability in
the cooperative network and minimize the collision problem
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employing cooperative routing. Overall, the main contribution
of this paper includes the following:

1) The collision problem in WSNs is formally defined and
formulated. The traffic load per node in cooperative
transmission is also explored.

2) An MINLP model, employing the cooperative routing,
is presented to minimize the collision problem subject
to the outage probability constraint.

3) The MINLP solution serves as a benchmark for
evaluating the quality of the solutions obtained by any
sub-optimal algorithm for this problem.

4) The obtained solution applies a joint optimization
approach for power allocation, relay node assignment,
and path selection which are the main optimization
issues in cooperative routing.

5) Moreover, sub-optimal algorithms are proposed by
separating one of the optimization variable decision,
i.e., optimal transmission power, from the other opti-
mization variables.

6) Our proposed algorithms find good solutions which
reduce the collision probability compared to the existing
cooperative routing algorithms.

The remainder of this paper is organized as follows.
In Section II, we illustrate the system model and formulate our
optimization task. In Section III, we develop a mathematical
model and we formulate the problem to minimize collision
probability by optimizing the relay node assignment, power
allocation and path selection jointly. In Section IV, we propose
the optimal solution to the problem. In Section V, a sub-
optimal cooperative routing algorithm is presented. Simulation
results and performance evaluations are given in Section VI.
Finally, we conclude the paper in Section VII.

II. SYSTEM MODEL

We consider a WSN, where source nodes communicate
with the destination nodes (or sink nodes) via cooperative
routing. The notations that will be used through this paper
are summarized in Table 1.

We assume that the distance-based attenuation follows the
generic exponential path-loss model with an exponent y [9].
In direct transmission, where a source (s) transmits its signal
directly to the next destination (d), the received signal at d is

given by
— D -7
Ysd =/ Ps Kry, hsau + nsa, (D

where pP is the transmission power from the source in the
direct transmission mode, K is a constant that depends on
the characteristics of the transmitter, the receiver, and channel
(e.g., the frequency and the antenna gain), 754 is the distance
between the two nodes (s and ), and u is the transmitted data
with a unity power.

The criterion for a good detection is that the received
signal-to-noise ratio (SNR) must be greater than the detection
threshold (/). Outage is defined as the status when the receiver
is unable to detect data u. Hence, a link is considered to be
in outage if the received SNR falls below . Thus, the outage

probability, when direct transmission is only used, Pr(ﬁ,, is
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TABLE I
NOTATION
Symbol | Definition
N Set of nodes in the network
N Set of source nodes
hij Complex Gaussian channel coefficient of link ¢ — j
Ny Additive white Gaussian noise power
ol Path-loss exponent
U Transmitted data with the unity power
i Transmission power of node %
B Detection threshold
Ti,j Distance between node 7 and j
Prout Outage probability

Yij Signal received from node % at node j

Con; ; | Connectivity indicator
Prig Probability of being transmitting
Pryy Probability of being receiving
E;n Binary indicator of the link ¢ — j
F[fj Binary indicator of the relay node n of link ¢ — j
Is(n) Interference from s by n
ISLoll Interference threshold
A¢(n) | Total packet transmission by node n
Ao(n) | Packet generated by node n
Ay Total packet transmission
Tp Packet time duration
Pt 0. | Maximum transmission power level

Total number of hops in the route

defined as Pr(SNRs;q < ). It can be easily shown that the
power that minimizes the collision probability subject to the

outage probability constraint (Pr2 < Prk ) is given by
BN,r!
Py = — @

~ KlIn(l — Prk,)’
where Pr*

i 1s the maximum acceptable outage probability
and N, represents the noise power.

In cooperative transmission, the employed system model is
similar to that used in [9]. As shown in Fig. 1, a cooperative
link consists of three nodes: source (s), destination (d), and a
potential relay node (/). The relaying technique used in this
study is the incremental adaptive decode-and-forward. With
this technique, the source sends its signal to the destination
using the direct link. If the destination is unable to detect the
signal using the direct link, the relay forwards the signal to
the destination (provided that the relay was able to detect the
signal). If the relay is unable to detect the signal, it remains
silent and the destination will rely on the direct signal only.
For cooperative transmission, the received signals from s at
d and [ can be respectively expressed as

Ysd = 4/ PSCK’”S_dy hsau + nsa, (3)
Vsl =/ pEKrS;yhslu + ni, 4)

where pC is the transmission power from the source in the
cooperative transmission. If the relay forwards the signal to
the destination, the received signal at the destination from the
VPEKrg hiau + nia,
where plc is the transmission power of the relay node. In this
case, the destination detects the signal using the relay signal
only. Although combining schemes such as maximum ratio
combining are more efficient, they require storage of the direct
signal until the indirect signal is received. Also, combining

relay node can be expressed as y;; =
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Intended Transmission
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Fig. 3. Collision Problem.

schemes require more signal processing and perfect knowledge
of the channel state information. Due to the limited power and
processing capabilities in WSNs, such combining techniques
are not employed in this work.

II1. PROBLEM FORMULATION

In this section, we present a mathematical model for our
joint routing, relay node assignment, and power allocation.
Denote N as the set of nodes in the network, with [N| = N.
In set N, there are three subsets of nodes, namely, (i) the
set of source node, Ny = {s1, 52, ..., sn,}, with [Ng| = Ng,
(ii) the set of destination nodes, Ny = {di,d, ..., dn,} with
Ny = |Ng4|, and (iii) the set of remaining nodes that are
available for serving either as intendant nodes in the route,
or as relay nodes. Moreover, nodes i and j are disconnected
from each other, Con;; = O, if r;; > Ry, where Con
is the connectivity indicator and Ry is the connection dis-
tance threshold. Otherwise, node i and j are connected and
Con;j = 1. As illustrated in Fig. 3, a source node, s, will
cause a collision to another node, n, if s is sending while 7 is
simultaneously receiving (from another node, m), provided
that the interference from s at n is high enough to cause a
collision. As a result, in direct transmission, the probability
that s will cause collision at n, given that m was unable to
sense the transmission of s, Pr(Coll.sD(n), can be expressed as

Pr (Coll.f (n)) = Pr.c(n)Pr(I;(n) > I,%O”-), (5)

where Pr(I;(n) > Itiou') is the probability that the received
interference from s by n, I;(n), is greater than the interfer-
ence threshold, It%"”', above which the interference causes a
collision and the desired signal is undetectable and Pr,, (n) is
the probability that n will be receiving. A node will be in the
receiving mode if it is selected either as an intermediate node
in the route or as a relay. Hence, the probability of receiving,
Pryx(n) is given by

i#n VFN WHEN,WF D
Prrc(n)=> Prio ) Ein+ Y. > Prc(@)F,. (6)
ieN veN weN

where E;, is a binary variable to specify whether the link
between i to n is in the routing solution, i.e.,

1 if node n is used as the next node in
Ein,= its route to destination, 7
0 otherwise.
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F! ”j is another binary variable to specify whether n is used
as a relay node for the link between i to j in the routing

solution, i.e.,

1 if node n is used as the relay
node on hop i, j,

®)

0 otherwise.

Prix(n) is the probability that n is transmitting; hence,
Prix(n) = A (n) T,, where T, is the packet time duration
and A, (n) is defined as the total packet transmission rate of
node n. Therefore, A; (n) is the sum of the packet generation
rate of node itself, Ag(n), and the transmission rate of packets
that node n forwards either as a next hop or a relay node,
thus,

m#n
i) = Do) + X" A Enon (Pr (SN R > )
meN
l#n,l#m
+Pr (SNRuy <f) D Pr(SNRyi>p) Pr(SNRy, > p))
leN
kn,ks£m
> L Pr(SNRuk < B) (SNRuy > /3)}, 9)
keN

where SNR,,,, is the SNR of the link between node m and
node n.

Employing Carrier Sense Multiple Access with Collision
Avoidance (CSMA-CA) mechanism for channel access, nodes
that are within the sensing range of a transmitter are inhibited
from transmitting. Therefore, the probability that s will cause
a collision to one or more nodes in the network is given by

Pr(Coll.?)y = (1 -1 (1 _Pr (COlz.f (n)) Pr (NSTS)) )

ne
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where Pr(NSTy) is the average probability of not sensing
transmission of s by a node that has traffic to send to n, thus,

Pr(NSTy) = > Pr(Iy(m) < I™)

meN
k#m,n
X (Prtx(m)Em,n + z Prtx(k)Fm n
keN

X Pr(SNRuy < ) Pr(SNRw > f)),

(11)
where Itshe”s' is the carrier sensing threshold above which the

channel is deemed busy.

Since incremental relaying is used, the average collision
probability caused by the cooperative link to all other nodes
in the network is equal to the collision probability caused by
the source, Pr(Coll.P), if the direct signal (from the source) is
detectable at the destination or if the relay node is unable to
detect the source signal. Otherwise, collision happens by either
the source or the relay; hence, the collision probability is the
probability of the union of two events: 1) collision caused
by the source and 2) collision caused by the relay. Thus,
the per node collision probability caused by the cooperative
transmission (from s and /) to all other nodes in the network
is given by

r (Coll.s(’:l) = Pr(Coll.?)
x [Pr (SNRyy > B)+Pr (SNRy < )
Pr(SNRy > ,b’)]

+ [1 - (1 - Pr(Coll.SD)) (1 — Pr(Coll.P )]
Pr(SNRsq < f)Pr(SNRy > ). (12)
Since the received signal envelop follows the Rayleigh dis-

tribution, the SNR is exponentially distributed. Thus, Eq. (12)
can be rewritten as in Eq. (13), as shown at the bottom of this

(10)  page.
iss I r J#S,J# Ih r!
r(cwl.gl) —(1-T]|1-Pre (i)exp( ) > Pri (J)(l—exp( s ’))
ieN K ps jeN bs
iss Lnr JFESj £ Ih )’
+(1- — Pre (i)exp( ) > Pru (1)(1 —exp( A ))
, K pi K pi
ieN jeN
N, ! N,
x| 1—exp _70/)’01@[, *exp —70&”“
Kps K ps
i#s JAs,jFE Ly
Linr,; Ly s
1= — Pro (i)exp( K” ) > Pry (1)(1—exp( 2 ’))
ieN Ps jeN Ps
i#s J#s,jFEi ! r
I r I
x|1— 1 — Pryy (i) exp i z Prix (j){ 1 —exp il
. Kp CKp
iin jeN
Ny Bar! N, Bar!,
x| 1—exp _Nobarsg *exp _Nobary (13)
Kps K ps
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Therefore, the probability that the entire route causes
collision can be expressed as

Pr(Coll.roure) = 1 — ﬁ (1 —Pr (cOzz.SCth (h))) . (14

where h is the hop number, H is the total number of hops
in the route, and Pr (C oll sc,, I (h)) is defined as the collision
probability caused by source and relay nodes (s and /) of the
h-th hop.

In a cooperative transmission link with incremental adaptive
decode-and-forward relaying, outage probability is given by

C
Prout

= Pr(SNRyy < f)Pr(SNRy < ) (15)
4+ Pr(SNRyg <p)Pr(SNRy; > B)Pr(SNRyg < f).

Employing the exponential SNR in Eq. (15), outage
probability of a cooperative link can be expressed as

c k1 k2 k3
Pr,,, =1—exp _p_ —exp _P__E
N s
kl1+k2 k3
+=),
pi

S

—exp( (16)

where k1= 2% j = Yo ang g3 = Yol

In addition to that, the end-to-end outage probability of a
certain route is defined as the probability that outage takes
place in one of the H hops of the route, i.e.,

H

Proy(route) =1 — H (1 - Pr&, (h)) )

h=1

a7)

where Pr§,
the route.

The goal of the algorithm is to find the route from each
source to the sink such that each route minimizes the collision
probability per node due to the route to other nodes in
the network, while satisfying the end-to-end outage proba-
bility constraint. Therefore, the optimization problem can be
formulated as below

, (h) is the outage probability of the A-th link in

Min. Collr, (18)
Psy» Pl Eij, F;]fj
s.t. Proy(route,) < Pr},, Vr eNg
J#i JF#L ki k]
SIS 35 3NED 35 3 S A ALY
ieN jeN ieN jeN keN
szE,-,j—Fl.’jj >0, Vi,j,keN i#j+k
ki
C3: Ei’j — ZE]"]( >0,
keN
i#£D
C4: Z Ei,D > 1,
ieN
i£S
C5: ) Esi>1,
ieN
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i#] i#] kFLRE]
C6:ZE1'=J'+Z Z Fl =<1,
ieN ieN keN

0 =< Psy, =< Pt,m,x, 0 =< Pl =< Ptmax
Eije{0,1}, F};€{0,1)

where py,, pi,, Eij, and Flk ; are the optimization decision
variables. P;, . is the maximum transmission power level for
the IEEE 802.15.4 devices. Pry,(route,) is defined as the
total outage probability of route r and Collr is the objective
function, which is the total collision probability per node in
the network and can be expressed as
N
Colly =1 —[[(1 = Pr(Coll rous,)).

r=1

19)

where, Pr(Coll.;oure,) is defined as the total collision
probability caused by route r.

As explained earlier, each node in a cooperative routing can
receive data from the previous node and can work either as
the relay node or the next hop. Constraint C1 in Eq. (18)
forces the range for the number of links involved in the
source-destination paths in the network with Ny source nodes
(i.e., N5 flows in the network). A cooperative relay node may
be assigned to hop (i, j) only if the hop is included in the
path solution. Otherwise, no relay node will be assigned to
that hop (i, j); C2 in Eq. (18) characterizes this constraint.
Constraint C2 also holds when j is not a next hop and in that
case all E variables in Eq. (18) are equal to zero. Constraint C3
formulates the flow balance at an intermediate node along the
path between each source, s;, and the destination node, D.
Moreover, the destination node must be reach and each source
node must transmit data to some other nodes. These constraints
are expressed by C4 and C5, respectively. Our model assumes
that the node can be selected either as the next node in the
route (such as nodes i, j, a, and b in Fig. 2 or as a relay node
(such as node k in Fig. 2). Thus, we added constraint C6 to
ensure that the node cannot be selected as a next node in the
route and a relay node at the same time.

Obviously, Eq. (18) is a Mixed Integer Non-Linear Program-
ming problem, since the binary variables (E; ;, Flk j) and real
variables (ps,, pi,) are involved in the non-linear objective
and the constraints.

Lemma 1: The minimum collision cooperative routing
problem is NP-Hard.

The proof of lemma 1 is given in the Appendix.

IV. PROPOSED SOLUTION PROCEDURE

The Branch-and-Bound algorithm is by far the most
widely used tool for solving integer optimization problems.
Obviously, the optimal value of cost function in a continuous
linear relaxation of a problem will always be a lower bound
on the optimal value of the cost function. Moreover, in any
minimization, any feasible point always specifies an upper
bound on the optimal cost function value. The idea of the
Branch-and-Bound is to utilize these observations to subdivide
MINLP‘s feasible region into more-manageable subdivisions
and then, if required, to further partition the subdivisions.
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TABLE II

COOPERATIVE ROUTING USING BRANCH-AND-BOUND
SPACE REDUCED PSEUDOCODE

Input: An arbitrarily located set of nodes, N,
set of source nodes, Ng, and a destination node, D
1: define set €2 of sub-problems;
2: Q + w0; By + o0;
3: solve linear relaxation of C'ollT and denote its
minimum cost function by By, ;
4: while Q # 0 do
5:  select a problem w € 2 with the minimum By, ;
6: let B, «+ B Lo
7:  set By, a feasible solution for w via local search;
8: if By, < By then
9: BU(—BUW,Q*%Q
10: if By, > (1 — ¢)By then

11: return By ;

12: else

13: remove all problems wi € 2
with Br,, > (1 — €)By;

14: end if

15:  end if

16: remove all problems that includes disconnected link;

17 select two sub-problem w1l and w?2;

18:  solve linear relaxation of w1l and w2 and denote their
optimal cost functions by Br , and Br,

19: if By, <(1—-¢€)By

20: BL<—BLU{LU1}

21:  end if

22: ifBp,, <(1—¢By

23: BL<—BLU{UJ2}

24:  end if

25: end while

26: Output the (1 — €) optimal solution By .

w2’

These subdivisions make a so-called enumeration tree whose
branches can be pruned in a systematic search for the global
optimum.

A. Branch-and-Bound Space Reduced Algorithm

We enhance the Branch-and-Bound algorithm and
develop a Branch-and-Bound Space Reduced algorithm to
solve the MINLP. This proposed algorithm reduces the
Branch-and-Bound area of a search and implements the
Branch-and-Bound relaxation and separation strategy to solve
the problem.

The pseudocode of the proposed framework, using the
Branch-and-Bound Space Reduced, is described in Table II.
In this algorithm, Q represents optimization problem set
and Q* denotes the global minimum of the cost function
Collr. Therefore, the algorithm provides a (1 — ¢) optimal
solution Q., which means € is close enough to Q* such that
Q* > (1 — €)Q. Initially, Q includes the original problem,
i.e., Collr denoted by w0. A lower bound of the cost function
is first derived through solving a linear relaxation of Collr
denoted by (Br) (line 3 in Table II). Construction of the
linear relaxation is described in the next subsection. Since any
feasible solution of @ can serve as an upper bound, the one
obtained by rounding under the satisfaction of all constraints
is used and denoted as By .

The process of finding the lower and upper bound for the
cost function, is called bounding. If the derived upper and
lower bounds are within the e-vicinity of each other, the algo-
rithm terminates (line 10, 11). Otherwise, it divides the feasible
region of the problem into two narrower subsets (branching
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step), and the problem @ will be replaced with two subprob-
lems w1 and w2 constructed by branching binary variable E; ;,
respectively (see line 17). Simultaneously, other variables are
fixed according to the constraints in Eq. (18). After dividing
the original problem into two new subproblems, the algorithm
performs relaxation and local search on these two new sub-
problems. Now, we have lower bounds Br, and B, for
subproblems w1 and w2, respectively. Since the relaxation
in subproblems wl and w2 are both tighter than that in w,
we have min{B,,BL,,} > B, and min{By,, By,,} < By,
For minimizing the collision probability (minimization
problem), the lower bound of the original problem is updated
from By, = By, to By, = min{BL,,, BLs2}. Also, the upper
bound of the original problem is updated from By, = By,,
to By, = min{By,,, Buw}.

The developed feature of Branch-and-Bound, reduces the
feasible integer variable space. In this phase of the algorithm,
all subsets that include the disconnect integer variables
(i.e., disconnected next hop (Ej; =1 & Con;j = 0) or dis-
connected relay node (Flkj =1& Conjy =0 or Cony j =0)
are removed and the subsets area of search is reduced.

Through an iterative branching procedure, subsets are
further divided into smaller ones to build the enumeration tree.
The structure of the enumeration tree allows the algorithm
to remove some branches and search for the solution in a
very effective way. Moreover, narrowing down the subsets of
the optimization variables makes the linear relaxations tighter
(i.e., increases Br) and provides the next local search
processes with a closer starting point to the optimal solution
(i.e., reduces By). Hence, the gap between By and By is
reduced as the process continues. More precisely, the global
lower bound B is updated in each iteration, in order to contain
the minimum of the lower bounds of all subsets (lines 5, 6).
The global upper bound By is also updated at each iteration
(lines 8, 9) and the branches with a lower bound greater than
(1 — €)By are pruned (line 13). This approach is continued
until the difference between the global lower and upper bounds
satisfy the accuracy € (lines 10, 11). Clearly, we may lose
the global optimum by pruning the branches. However, if the
global optimum in a pruned branch with the lower bound
is By, then Q* > By . and consequently, Q* > (1 — €)By.
Therefore, the current best feasible solution with objective
value By is already an (1 — €) optimal solution, and the
optimality is still guaranteed (1 — €). In fact, this guarantee is
the key feature of the algorithm, which makes it very effective
in solving the MINLP.

B. A Lower Bound for the Collision Problem

To obtain the exact solution using a Branch-and-Bound
algorithm in a reasonable computation time, computation of
the lower bound of the cost of each branch are important.
The stronger bound decreases the number of enumerations for
searching the most promising branch. In order to derive the
lower bound of the collision problem the linearization tech-
nique along with relaxation of the integer variables are used
and the non-linear objective and constraint are replaced by the
linear-relaxed form. Firstly, we approximate the exponential
expression in the objective function (Collr) and constraint
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in Eq. (17) using a first order Taylor polynomial approx-
imation. Then, due to the fact that the logarithm function
can transfer the multiplication and divisions operations of the
variables into linear form, we define the new variable # and
we apply the logarithmic operation to the non-linear functions.
Therefore, the following operations are used for linearisation
and relaxation of the non-linear functions (Collr and Pr,y;).

(20)
21

exp(—zij) =1 -z
Hi’j = ln(vi,j * wi’j) = llll)ijj +1In wj, j

where z, v, and w are the optimization variables. For instance,
using Eq. (20), the term exp( ’“’%) in Eq. (13), can be

written as (1 — [‘Igr” ) and doing a simple change of variable
Ds

I;é’—;” — KX, the term can be rewritten as (1 - K XS) which

is in a linear expression.

C. Complexity

The worst case computational complexity of the MINLP
grows exponentially with the number of integer variables.
In other words, a problem with n, binary variable requires
solving 2" non-linear programming problems [13]. Although
actual run-time is reduced, due to the search space reducing,
the complexity of the algorithm remains exponential.
Therefore, low-complexity sub-optimal approach is provided
in the next section.

V. SUB-OPTIMAL COOPERATIVE ROUTING FOR
COLLISION MINIMIZATION

In order to reduce the computational complexity, we propose
a new algorithm in which the optimal transmission power
(for the source and relay nodes of each link) is allocated
separately. Then, the optimal allocated power is used in the
optimal route search problem.
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TABLE III
COOPERATIVE ROUTING USING INLP PSEUDOCODE

Input: An arbitrarily located set of nodes, N,
set of source nodes, Ng, and a destination node, D;

1: ps < 0 dBm, p; + 0dBm ;

2: Collf, = {Collr | ps = py = 0dBm};

3: solve the relaxed problem using Branch-and-Bound space reduce
Algorithm in Table IT and denotes its results as P* ;

4: apply Lagrange Multiplier function on Py; ;

5: obtain optimal power allocation for each transmltter and relay node
from Egs. (24)-(26);

6: Output Optimal path with optimal power allocation.

Assumption: The algorithm uses equal, fixed transmission
power in the objective function and the constraints. This
value is assumed to be 0 dBm, that is the standard value in
IEEE 802.15.4 devices [17]. Therefore, the problem is simpli-
fied to an INLP problem. The cost function of the algorithm
is defined as Collr |p,=p,=0 dBm-

The Branch-and-Bound Space Reduced algorithm, which
is discussed in subsection IV.A, is employed to solve the
INLP problem as well (line 3). After optimal path selection
using Branch-and-Bound Space Reduced algorithm, the
optimal power allocation is obtained by solving a constrained
optimization problem using the Lagrange Multipliers method.

The constraint optimization problem for each selected
cooperative link can be formulated as follows.

Min Pr (Coll.c ) ,
Ps»> Pl
s.t. Pr&

(22)

< Pr}

out out*

In a cooperative transmission link, the constrained optimiza-
tion problem can be solved using the Lagrange Multipliers
method as follows

.g,) +ipPrS) =0,

F)
G—pz( Pr(Coll.S)) + A PrS,) =0, (23)

pr¢ = pr*

out >

A >0,

out

neN meN

- (1 T —¢(pz,n)1) (%) exp (—“:"2) +(1
neN s §

IColl 4
z [T @ (ps,n)— (9(p5,n):| H [1—¢ (ps,m)] |:1_(1

~[Ttt—¢ n)]) (exp (_@) ~exp (_kl + kZ))}
neN Ds s

k2 k1 4+ k2\Y\ k2
_ 1— , T - — -
=t (s (45) -or (-455)) 5

! (1 - H [1-¢ (pS,n)])(l - H [1— ¢(P1,n)]) (kllj_kzex

k1 + k2 k2 k2 Akl kl
p\— + —exp|—— — —5exp
pS ps pS ps pS

neN neN
Ak2 k2 k3 k1 + k2 k1+k2 k3
— —5exp ( (— + —)) g exp (— LA —) =0 24)
p_y pS pl p_y pS pl
Ly, k2 k1 + k2
>, { 1? = ¢ (pron) =0 (prm) [ ] 11 - ¢(P1,m)]} x [exp (——) —exp (— )} [T0—=¢psm]
neN pi meN Ps s meN
Ak3 k2 k3 k1+k2 k3
- —[exp (—— - —)+exp (— RILCR —)i| =0 (25)
pl Ps pi Ps pi
k1 k2 k3 k1 + k2
l—exp (——) —exp(————) exp( + —) = Pr), (26)
Ps Ps DI Ps pi
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(©

Fig. 4.
using INLP. (¢c) MCCR. (d) MPCR [9].

where 4 is the Lagrange multiplier. By substituting Eqgs. (13),
(14), (16), and (17) in Eq. (23), we get Eqs. (24)-(26), as
shown at the bottom of previous page, where ¢ (p,n) and
0 (p,n) are defined as follows

Coll...V
sn

- P Ith 7,
# (p.m) = Prox () exp( — 2

I%Oll.rs)’n
0(p,n) = Pryy (n)exp| ————
Kp

)Pr (NSTy),

I.ilens. rsym
x > th M pr(NST,).
z K p2 S

meN

These three expressions (Eqgs. (24)-(26)) are solved
simultaneously to determine pg and p;.

VI. PERFORMANCE EVALUATION

In this section, we evaluate the performance of the proposed
algorithms.

(d

Selected routes of the proposed algorithms for the 50-node network with 4 flows. (a) Cooperative routing using MINLP. (b) Cooperative routing

Assumptions: We consider a random topology consisting
of 10 to 50 sensor nodes (i.e., N varies from 10 to 50) and
3 or 4 flows, with randomly selected sources. The evaluation
scenario is similar to the one used in [14]. We assume that
the path-loss exponent (y) equals 4, the noise power (N,)
equals —103.8 dBm, and the detection SNR threshold (5)
equals 10 dB. The interference threshold equals aN,, where
o is a design parameter. In this paper we assume a = 1,
which means the collision interference threshold is equal to
the noise power (Iti””' = N,). We also assume the sensing
threshold equals the noise power, i.e., Itshe"s' = N, [17].
The packet generation rate (Ag) at each source node follows
Poisson traffic model with a rate of 4 pkt/s. The end-to-end
outage probability constraint (Pr,,) is set to 0.1. To compare
and evaluate the total collision probability caused by each
cooperative routing algorithm, Eq. (19) is used.

The proposed routing solutions: cooperative routing solu-
tion using MINLP, cooperative routing using INLP, the
MCCR algorithm presented in [16], and the MPCR algo-
rithm [9] are compared in Fig. 4 (a)-(d), respectively for



MANSOURKIAIE AND AHMED: OPTIMAL AND NEAR-OPTIMAL COOPERATIVE ROUTING AND POWER ALLOCATION

a network with 50 sensor nodes. As shown in this figure,
there are 4 source nodes, Ny = 4, and one sink node in the
network. It can be seen that the proposed routing solution
avoids selecting the more active nodes. The more active
nodes are the nodes that have higher transmission/reception
probability (compared to the other nodes in the network) and
are located at the high traffic area. The high traffic load area
(or active area) is the area around (and includes) the more
active nodes. In other words, the proposed routing solutions
select the nodes as far as possible from the high traffic load
areas. For example, as can be seen in the Fig. (4) (a)-(d),
unlike MPCR, in MCCR, cooperative routing using MINLP,
and cooperative routing using INLP, next hop and the relay
nodes (node /4 and /7) are not selected by multiple flows in the
network, since it increases the collision probability. Moreover,
in the cooperative routing solution using the MINL and INLP
algorithms, unlike MCCR and MPCR, the selected relay nodes
are also located far from the more active nodes or high
traffic load areas. In the MCCR algorithm (which is a
sub-optimal cooperative routing to minimize collision
probability) the relay node is assumed to be the closest node
to the middle node. Therefore, it is not selected as the optimal
relay node to minimize collision probability. Moreover, in
the MPCR algorithm (in which the objective of cooperative
routing is minimizing total transmission power) the relay node
is selected to minimize total transmission power, regardless of
the amount of collision caused by the selected relay node.
Therefore, the assigned relay node in MCCR and MPCR
might be located near to more active area. In addition to
that, as can be seen in Fig (4) (a) and (b), node I', which
is near more active nodes, is not selected as the relay node
in MINLP and INLP routing algorithms. Thus, the Figures
illustrate that the proposed routing algorithms avoid selecting
the nodes that are located at the high traffic area, i.e., the area
that contains more active nodes. By doing this, the algorithm
avoids involving the nodes that can cause packet collision
problem.

A. Comparison Between the Proposed Collision
Minimization Cooperative Routing Algorithms

The Collision probability caused by optimal cooperative
routing using MINLP solution and that of INLP, and the
MCCR algorithm are compared in Fig. 5 (a) and (b),
respectively. From this figure, it is evident that cooperative
routing using MINLP solution outperforms the other schemes
and has the lowest collision probability. It can be seen that,
at N = 50 and 4 flows in the network, the collision probability
of cooperative routing using MINLP solution is reduced by
21%, and 43% compared with INLP and MCCR, respectively.
This collision probability reduction is expected because in
cooperative routing using MINLP, unlike INLP and MCCR,
optimum power allocation is involved (from the initial routing
decision process) in the routing selection to minimize collision
probability. Moreover, unlike MCCR, the cooperative routing
algorithms using MINLP and INLP assign the optimal relay
node to each cooperative link. The results also show that
the performance of cooperative routing using INLP is very
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Fig. 5. Comparing collision probability of the proposed routing with
(a) 3 flows in the network and (b) 4 flows in the network.

close to optimal; therefore, it can be considered a near-optimal
cooperative routing algorithm. In the MINLP, the collision
probability is the cost function during the route selection and
power is allocated to the transmitters, in each hop, to minimize
the collision probability caused by selected links across the
route. However, the price for achieving optimal performance
is the higher computational complexity of MINLP.

B. Evaluating the Effect of Cooperative Routing Parameters

To investigate the effect of each of the cooperative routing
parameters (cooperative path selection, relay selection, and
cooperative power allocation) separately in minimizing the
collision probability (i.e., one technique is used, while the
other two are not employed), we developed two additional
routing algorithms. In the first one, called Cooperative Along
Minimum Collision Direct path (CAMCD), cooperation is
employed after constructing the route with the minimum
collision probability using direct links only. Therefore, it does
not take into account the possibility of using cooperative links
during route selection. However, after route selection, it may
use cooperative transmission over the links of the selected
route. The second algorithm, called Minimum Collision
Non-cooperative (MCN), considers only direct links during
both the route selection and signal transmission. CAMCD
and MCN use optimal power allocation, as explained
in Section V.

As shown in the Fig. 6, taking into account the possibility of
using cooperative link during the route selection in cooperative
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Fig. 7. Comparing collision probability of the proposed cooperative routing
and that of minimum power cooperative routing algorithms.

routing using MINLP contributed 42% in minimizing collision
probability. Moreover, comparing the performance of cooper-
ative routing using MINLP and MCN to minimize collision
reveals that cooperation transmission (employing relay node
for transmission) contributes 57% in collision reduction of the
cooperative routing using MINLP algorithm.

Furthermore, in order to gain insight into the effect of
the optimal power allocation to minimize the caused col-
lision probability with cooperative routing using MINLP,
we compare the performance of the algorithm with optimal
power allocation with that of the algorithm with equal power
allocation (i.e., ps = p; = 0 dBm for all nodes in the
route). As shown in Fig. 6, the contribution of optimal power
allocation in the collision probability reduction ranges from
39% to 47% for N =9 to 50.

C. Comparison Between the Proposed Cooperative Routing
and Minimum Power Cooperative Routing Algorithms

We compare the performance of the proposed coopera-
tive routing using the MINLP solution algorithm with that
of OKCR [8], EP-HI [10], MPCR [9], and CAN-L [5].
These algorithms are the common and well-known cooper-
ative routing algorithms, in which the assuming scenario is
compatible with our proposed cooperative routing algorithm.
The objective of the OKCR, EP-H1, MPCR and CAN-L algo-
rithms is to minimize total transmission power in cooperative
routing. Fig. 7 compares the collision probability caused by
cooperative routing using the MINLP solution algorithm and
that of the OKCR, EP-H1, MPCR and CAN-3 algorithms
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Fig. 8. Comparing total transmission power of the proposed cooperative
routing and that of minimum power cooperative routing algorithms.

versus the number of nodes in the network. It is evident that
the cooperative routing using the MINLP solution algorithm
outperforms the other schemes and has the lowest collision
probability. At N = 49, the collision probability of cooperative
routing using MINLP solution is reduced by 82%, 78%, 56%,
and 93% compared with OKCR, EP-H1, MPCR, and CAN-3,
respectively. This collision probability reduction is expected
because cooperative routing using MINLP solution selects
the cooperative route that minimizes the collision probability
by employing the collision probability as the cost function
during the route selection and also by allocating the power
(in each hop) to minimize the collision probability caused
by the selected links across the route. By doing that, the
cooperative routing using MINLP solution avoids selecting
nodes that can cause high collision probability either because
of the large number of neighbors or because some of these
neighbors have a high probability of being used as the receiver
or transmitter.

The required transmission power of the selected routes by
different routing algorithms, in the network with 4 flows,
is shown in Fig. 8. A larger number of nodes increases
the distance between source-sink nodes; therefore, the
total transmission power increases. On the contrary, the
CAN-3 algorithm first constructs the shortest-path route then
it applies the cooperative transmission on the last 3 links of the
established route. Therefore, the CAN-3 algorithm is limited
in applying the cooperative transmission on a certain number
of nodes, while the other algorithms can consider any node in
the network to be a part of cooperative routing. Thus, the
CAN-3 algorithm consumes more transmission power than
the other algorithms in Fig 8. Moreover, the objective in
MPCR is to minimize transmission power; therefore, MPCR
is slightly more energy efficient than cooperative routing using
MINLP solution. Comparing Figs. 7 and 8 show that minimiz-
ing the transmission power does not necessarily minimize the
collision probability in the cooperative routing.

D. Evaluating the Total Power Consumption, Considering
Retransmission of Collided Packets

It was shown in the previous subsection that, although
the algorithm that minimizes the collision probability
requires more transmission power than the minimum-power
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Fig. 9. Comparing total transmission power of the proposed cooperative
routing and that of minimum power cooperative routing algorithms, taking
retransmission into consideration.

cooperative routing, the former algorithm has significantly
less collision probability. Therefore, the collision probability
in minimum-power cooperative routing leads to frequent
packet retransmissions. In the previous subsection, the total
transmission power was calculated without taking the packet
retransmission into account. In this section, we consider packet
retransmission into consideration. The packet is retransmitted,
if it is collided in the first round of transmission. We assume
that the collided packet can be retransmitted for three times
at most (after that the packet is dropped). This number
is the default retransmission times for the IEEE 802.15.4
devices [17]. Therefore, the total transmission power is can
be calculated as

PI¢ = Pr (1 + Colly + Coll + COU%), 7)

where P is the total transmission power by taking the
retransmission into consideration.

The required transmission power of the selected routes
by different routing algorithms, in the network with 4 flows
and considering retransmission of collided packets, is shown
in Fig. 9. It is evident that by considering the retransmission of
collided packet, our cooperative routing scheme that minimizes
collision probability saves considerably more energy compared
to EP-HI, CAN-3, and OKCR and saves slightly more energy
than the MPCR algorithms.

E. Implementation Challenges of the Proposed Algorithms

One of the main challenges to implement the proposed
cooperative routing algorithms is the computational
complexity of the algorithms. The worst case computational
complexity of Branch-and-Bound space reduction algorithm
which is used to solve MINLP and INLP is O(2"), where
np is the number of binary variable and 2" is the number of
combinations for the binary variables. The second important
challenge of proposed cooperative routing implementation
is the availability of the required information. The proposed
algorithms require the complete knowledge of the network,
such as the channel state information, noise power, path loss,
and the node location information. This information can be
stored in a high-capacity sensor node or the sink node. To deal
with these practical implementation issues of the presented
framework, the algorithms can be implemented in an off-line
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manner during the network design and planning phase.
Moreover, we investigate the performance degradation of the
proposed algorithms, considering the existing of errors in the
knowledge of the network model parameters. The existing
errors in the knowledge of the network model parameters,
such as noise power, channel, transmitter gain, and path loss
can be integrated as an error in SNR. Simulation results for
a network with 4 flows in the network and assuming the
SNR error follows a random uniform variable in the intervals
(a) (—0.5 dB, +0.5 dB), (b) (—1.5 dB, +1.5 dB), and
(c) (—2.5 dB, +2.5 dB) are shown in Fig. 10. As can be seen,
the proposed algorithms are relatively robust to the error in
SNR and the performances of the proposed algorithms are
degraded slightly by increasing the existing error in SNR.
As can be seen in Fig 10, at N = 49, the collision probability
of cooperative routing using MINLP increased by 3.8%,
4.7%, and 7.8% for the error intervals equal to 1 dB, 3 dB,
and 5 dB, respectively. The range of increase in the collision
probability is slightly higher for the cooperative routing using
INLP and as can be seen at N = 49, the collision probability
of cooperative routing using MINLP increased by 4.3%,
5.1%, and 10.3% for the error intervals equal to 1 dB, 3 dB,
and 5 dB, respectively.

VII. CONCLUSION

In this paper, we presented the optimal cooperative routing
to minimize collision probability in wireless sensor networks
by joint use of optimal power, relay node allocation, and
route selection. This optimization problem is inherently hard
due to its mixed-integer nature, non-linearity of the problem,
and a very large solution space. We developed an efficient
solution procedure based on the Branch-and-Bound technique
augmented with a space reduction algorithm to speed up the
computation. Then, we proposed the heuristic sub-optimal
cooperative routing algorithms to speed up the computa-
tional complexity by decoupling transmission power allocation
in the cooperative routing algorithm from the optimal
route selection. Results reveal that cooperative routing using
MINLP outperforms the heuristic routing algorithm. The per-
formance of the proposed routing algorithms is compared
with existing cooperative routing algorithms and the results
demonstrate the significant rate gains that can be achieved
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by incorporating cooperative transmission in route selection
for minimizing collision in wireless sensor networks. There
are several directions for future work, including development
of a flexible cooperative routing algorithm with multiple cost
functions (for example collision probability and energy
consumption) to optimize multiple routing objectives,
simultaneously. In addition to that, further investigation and
improvements to the current implementation approaches are
identified as an area for future work. For instance, to deal with
practical challenges of the proposed algorithms, parametric
programming in an off-line manner to reduce the compu-
tational requirements for the sensor nodes to very simple
operations during network functioning can be investigate in
future work. For the dynamic networks which are programmed
in an off-line manner, in order to follow the changes in the
networks, the operations can be updated in implementation
based on the change in the status of the network; therefore,
the routing is updated upon detecting a change in the network
parameters.

APPENDIX

In [19], for a given source-destination pair with N nodes
in the network, the number of possible broadcasting trees
from the source node to the destination node with zero
transmitters and zero relaying nodes (i.e., only the source node
is transmitting the packet) is given by

N
R(O):(N)zl,

The number of possible broadcasting trees with one relay
node is given by

N—1
N N-—-1
ro=(1) (")
i=1
the above formula means that we first need to pick one node
as the relay node and then decide how many nodes are reached
directly by the relay node (the remaining nodes are directly

reached by the source node). The case of possible broadcasting
trees with two relay nodes is more complicated and is given by

(28)

(29)

N-2 N-2 .
o (E(C)EC )
i=1 j=1

therefore, the number of possible broadcasting trees with i
relay nodes is given by

o= () (L)L)

i—1
N—-1-

. j—lkj)))...).

The above formula means that we first need to pick i nodes
as the relay nodes with a number of possibilities of ((7))
and then decide how many nodes are reached directly by
the relay node (the remaining nodes are directly reached by

5> ( (1)

kj=1
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the source node). Therefore, the total number of possible
broadcasting trees in the network is given by

N—1
T=> R().
i=0

For example, for N = 15 (15 nodes in the network), the
number of broadcasting trees is more than 8.7 billion [19].
Since cooperative paths are mapped as broadcasting trees,
for the network with Ny there are NgT possible cooperative
paths from the source nodes to the destination node. Therefore,
selecting the best path out of all possible paths is NP-hard.

(32)
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