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Abstract—This paper presents the first study on scheduling for
cooperative data dissemination in a hybrid infrastructure-to-ve-
hicle (I2V) and vehicle-to-vehicle (V2V) communication environ-
ment. We formulate the novel problem of cooperative data sched-
uling (CDS). Each vehicle informs the road-side unit (RSU) the
list of its current neighboring vehicles and the identifiers of the re-
trieved and newly requested data. The RSU then selects sender and
receiver vehicles and corresponding data for V2V communication,
while it simultaneously broadcasts a data item to vehicles that are
instructed to tune into the I2V channel. The goal is to maximize
the number of vehicles that retrieve their requested data.We prove
that CDS is NP-hard by constructing a polynomial-time reduction
from the Maximum Weighted Independent Set (MWIS) problem.
Scheduling decisions are made by transforming CDS toMWIS and
using a greedy method to approximately solve MWIS. We build
a simulation model based on realistic traffic and communication
characteristics and demonstrate the superiority and scalability of
the proposed solution. The proposedmodel and solution, which are
based on the centralized scheduler at the RSU, represent the first
known vehicular ad hoc network (VANET) implementation of soft-
ware defined network (SDN) concept.
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I. INTRODUCTION

R ECENT advances in vehicular communications have
motivated increasing research interest in emerging

applications in vehicular ad hoc networks (VANETs), such
as collision avoidance [1], roadway reservation [2], and
autonomous intersection management [3], to name but a
few. The implementation of these systems imposes strict
requirements on efficient data services in VANETs [4]. The
dedicated short-range communication (DSRC) [5] is an un-
precedented wireless technology intended to support both
infrastructure-to-vehicle (I2V) and vehicle-to-vehicle (V2V)
communications. In general, DSRC refers to a suite of stan-
dards including IEEE 802.11p, IEEE 1609.1/.2/.3/.4 protocol
family and SAE J2735 message set dictionary [6]. In DSRC, the
road-side unit (RSU) is a fixed infrastructure installed along the
road to provide data services, while the on-board unit (OBU)
is mounted on vehicles and enables them to communicate with
the RSU and their neighboring vehicles.
Great endeavor has been made by automotive manufacturers,

governments, and research universities toward efficient vehic-
ular communications, which significantly boosts the develop-
ment of innovative intelligent transportation systems (ITSs).
In industry, the current generation of vehicles already equips
with devices with certain computation and communication ca-
pacities, such as MyFord Touch from the Ford Motor Com-
pany, Entune from the Toyota Motor Company, Mbrace2 from
the Mercedes-Benz Company, etc. Meanwhile, the US Depart-
ment of Transportation (USDOT) is actively collaborating with
automotive manufacturers and universities on a variety of ad-
vanced ITS projects, including the Connect Vehicle program,
theVehicle Infrastructure Integration (VII) project, theBerkeley
PATH project, etc.
This work is dedicated to the scheduling for cooperative data

dissemination in a hybrid of I2V and V2V communication envi-
ronments.We consider the delay-sensitive applications (e.g., the
service has to be completed before vehicles leaving the RSU’s
coverage [7]). Application scenarios include intersection con-
trol systems [3], speed advisory systems [8], traffic management
systems [9], etc. For example, considering the traffic manage-
ment system for emergency situations, the emergency message
on the road should be transmitted to vehicles around the RSU as
file of interest nearby. The quality of such services highly de-
pends on the efficiency of communications between the RSU
and vehicles. In addition, it is desirable to enhance data dis-
semination performance by further exploiting the capacity of
V2V communication. Sharing data items among vehicles has

1063-6692 © 2015 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.



This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

2 IEEE/ACM TRANSACTIONS ON NETWORKING

the potential to improve the bandwidth efficiency of the RSU,
as it may reduce the redundancy of rebroadcasting the same data
item via I2V communication. In addition, by appropriately ex-
ploiting the spatial reusability, multiple data items can be dis-
seminated via V2V communication simultaneously without in-
terference. In particular, the main contributions of this paper are
outlined as follows.
• Vehicles are likely to request files of common interest, such
as parking slots, road conditions, gas stations, etc. Inspired
by this observation, we investigate the potential benefit of
exploiting V2V communication to assist RSU-based data
services and discuss the challenges on providing efficient
data services in such a hybrid I2V/V2V communication en-
vironment. To the best of our knowledge, this is the first
study on scheduling for cooperative data dissemination in
VANETs with consideration of both communication con-
straints and application requirements.

• In accordance with IEEE 1609.4, this model consists of
one control channel and two service channels. The con-
trol channel is used for disseminating management infor-
mation, service advertisements and control messages from
the RSU to vehicles. The two service channels are used
for I2V and V2V data dissemination, respectively. Such
channel coordination and simultaneous data dissemination
have not been considered in literature so far.

• We formulate the novel problem of cooperative data sched-
uling (CDS). Vehicles can switch to either I2V or V2V
communication at a time. In a scheduling period, vehicles
in the I2V channel can receive a data item from the RSU,
while other vehicles can simultaneously transmit or receive
a data item over the V2V channel. Each vehicle maintains
a set of requested data items. Only one data item can be
transmitted or received for each vehicle in one scheduling
period. Furthermore, vehicles cannot transmit and receive
a data item at the same time. Each vehicle has a weight for
being served. In our particular implementation, the weight
is inversely proportional to the estimated remaining dwell
time of the receiver vehicle, which captures the urgency of
services. The objective of scheduling is to maximize the
weighted gain, which is the summation of the weight of
each served vehicle in a scheduling period.

• We prove that CDS is NP-hard by constructing a polyno-
mial-time reduction from the maximumweighted indepen-
dent set (MWIS) problem [10].

• For the first time, we propose a centralized RSU controlled
data dissemination over I2V and V2V channels. The RSU
delivers scheduling decisions to vehicles, instructing them
which channel to tune to and which data to transmit/re-
ceive, which enables cooperative data dissemination. To
facilitate this approach, we divide a scheduling period into
three phases. In the first phase, all the vehicles are set to
the V2V mode and broadcast their heartbeat messages, so
that each vehicle is able to identify a list of its neighbors.
In the second phase, all the vehicles switch to the I2V
mode. Each vehicle informs the RSU the list of its current
neighbors, and the identifiers of its retrieved and newly re-
quested data items. In the third phase, each vehicle partici-
pates into either I2V or V2V communication based on the
scheduling decision. Multiple instances of data dissemina-
tion may take place simultaneously in this phase.

• We solve CDS problem and present its detailed implemen-
tation via the hybrid of I2V and V2V communications. In
the proposed online scheduling algorithm, scheduling deci-
sions are computed by the RSU based on a greedy method,
which approximately solves the MWIS problem.

• We describe the first application of Software defined net-
work (SDN) concept [11] in VANETs. SDN is an emer-
gent paradigm in computing and networking, which sepa-
rates the control and data communication layers to simplify
the network management and expedite system evolution.
In SDN, the network intelligence is logically centralized
in software-based controllers (i.e., control plane), and the
nodes in the network will forward data packets based on
the decisions made by the server. In our centralized imple-
mentation, vehicles do not need to maintain any control in-
formation. Logically centralized control is fully exercised
by the RSU. SDN concept was not studied in VANETs so
far. The closest studies are few implementations in wire-
less sensor networks [12] and mesh networks [13].

• We build the simulation model based on realistic traffic
and communication characteristics and evaluate the per-
formance of the proposed solution under a wide range of
traffic workloads. The simulation results demonstrate the
effectiveness of proposed solution.

The rest of this paper is organized as follows. Section II re-
views the related work. Section III motivates the application
scenario and introduces preliminary concepts. Section IV illus-
trates the data dissemination system based on the hybrid of I2V
and V2V communications. In Section V, we formulate the co-
operative data scheduling problem and prove that it is NP-hard.
In Section VI, we propose a heuristic online scheduling algo-
rithm. In Section VII, we build the simulation model and eval-
uate the algorithm performance. Finally, Section VIII concludes
this work and discusses future research directions.

II. RELATED WORK

Previous studies on data dissemination in VANETs mainly
focused on improving communication quality and reliability,
and the problems typically reside in MAC and PHY layers.
A recent survey of data dissemination schemes in vehicular
networks is given in [14]. Although there have been a few
studies on cooperative I2V and V2V communications, they are
dedicated to designing MAC protocols and routing strategies.
Zhang et al. [15] proposed a vehicular cooperative media
access control (VC-MAC). It considers the scenario where
vehicles are expected to retrieve common information when
passing through the RSU via I2V communication, whereas
some of them cannot be successfully served due to unreliable
wireless data transmission. The VC-MAC is proposed for
vehicles to share information outside RSU’s coverage via V2V
communication and maximize the total throughput. Fujimura
and Hasegawa [16] proposed a MAC protocol called Vehicle
and Roadside Collaborative Protocol (VRCP) to support both
I2V and V2V communications. It designs two channel access
modes. One is ad-hoc mode (Mode-A) with nonpersistent
CSMA scheme for decentralized V2V communication, and the
other is infrastructure mode (Mode-I) with TDMA scheme for
centralized I2V communication. Mak et al. [17] proposed a co-
ordinated MAC mode in the presence of an RSU to compliment
with ad hoc approaches when the RSU is not available. It aims



This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

LIU et al.: COOPERATIVE DATA SCHEDULING IN HYBRID VEHICULAR AD HOC NETWORKS 3

to improve performance for both safety and nonsafety appli-
cations by designing a multichannel coordination mechanism.
Unlike the above efforts on designingMAC protocols, this work
focuses on data scheduling in the application layer and supports
data services via the hybrid I2V and V2V communications.
A number of studies considered multihop routing via I2V

and V2V communications in VANETs. Shan and Zhuang [18]
proposed a cooperation-based multihop transmission scheme
called path-based cooperative multihop relaying (PCMR),
which aims at minimizing the end-to-end outage probability.
When an outage occurs in the multihop transmission, PCMR
reorganizes the delivery path adaptively based on the cur-
rent channel condition and the network topology. Vegni and
Little [19] proposed an I2V and V2V protocol switching de-
cision algorithm for unicast routing. It considers the attributes
of traffic density, message direction, network connectivity, and
resource utilization for making routing decisions. The pro-
tocol is effective in enhancing data propagation performance
based on opportunistic use of moving vehicles and available
wireless network infrastructures. Wu et al. [20] presented a
hybrid routing scheme for data dissemination in VANETs and
proposed a protocol suite called Hybrid Routing in VANETs
(HRV). It includes an online probabilistic localization algo-
rithm and a network-coding-based multicast
protocol , which are used for estimating the
number and location of available RSUs and enhancing the
robustness of data delivery, respectively. V2V communication
is used to assist data forwarding. Compared to the above work,
our problem statement is different. We focus on exploring
the coordination between I2V and V2V communications to
maximize data services, where the hybrid I2V and V2V data
dissemination takes place simultaneously, which requires
subtle coordination for satisfying particular communication
constraints and application requirements.
Sou [21] applied game theory to motivate incentives for in-

tervehicle cooperation on data services. The work assumes that
vehicles are selfish and economically rational. It considers local
file sharing in a sparse vehicular network where vehicles inter-
mittently connect to RSUs. A game-theoretic selfishness detec-
tion mechanism (SDM) is proposed to formulate selfish behav-
iors of vehicles and stimulate intervehicle cooperation to max-
imize the long-term utility of each vehicle. Although this work
motivates the vehicles to participate into V2V communication,
it does not consider the implementation and coordination issues
on data dissemination in the hybrid I2V and V2V communica-
tion environment.
There have been extensive studies on data scheduling in

conventional mobile computing systems [22]–[25], which
primarily focused on improving the bandwidth efficiency at
the server side. Nevertheless, in VANETs, vehicles retrieve
information not only from the RSU via I2V communication,
but also from neighboring vehicles via V2V communication.
Meanwhile, the simultaneous I2V and V2V data dissemination
brings us unique scheduling challenges including determination
of I2V/V2V modes, data selection for I2V communication,
vehicle coordination for V2V communication, etc. Therefore,
none of the existing solutions is sufficient to exploit the synergy
between I2V and V2V communications to enhance the data
service. A few studies considered the data scheduling in I2V
communication. Chang et al. [26] focused on the application

scenario where RSUs form a seamless coverage along the road
and provide passing vehicles with continuous file transmission
services. A scheduling algorithm called Maximum Freedom
Last (MFL) is proposed to minimize the handoff rate due to
incompleteness of file transmission in the coverage of one RSU.
Zhang et al. [27] focused on I2V data dissemination, where
the file transmission (downloading) and the update installation
(uploading) compete for a certain range of bandwidth spectrum.
A two-step scheduling scheme is proposed to strike a balance
between serving uploading and downloading requests. Our
recent study [28] investigated temporal data dissemination in
VANETs, which focused on delivering dynamic traffic informa-
tion where the values of data items are updated periodically. An
online scheduling algorithm is proposed to enhance the system
performance by striking a balance between delivering temporal
data items and serving real-time requests. The above studies
only considered data scheduling in pure I2V communication
environments. In contrast, this work is dedicated to the sched-
uling in the hybrid I2V and V2V communication environment.

III. PRELIMINARIES

In this section, we first present an illustrative example to mo-
tivate the concerned application scenario. Then, we introduce
preliminary concepts to facilitate problem description.
This work considers the hybrid of I2V and V2V communica-

tions based on DSRC, where data services are provided by the
RSU. Although DSRC is exclusively developed for supporting
emerging ITS applications in VANETs, there are still wide de-
bates in regard to adopting other wireless techniques for vehic-
ular communications, such as WiFi and cellular networks. Cer-
tainly, these alternatives can be used as supplementary mediums
to enrich services in VANETs. Nevertheless, they cannot prop-
erly address some ITS applications that are delay-sensitive and
location-dependent, as these applications have high demands on
timely interactions between the RSU and vehicles. For example,
in conventional WLAN data access model, clients have to go
through association and authentication procedures to establish
connections with the access point, which normally takes several
seconds. In contrast, DSRC (802.11p) is designed to exchange
data without the need of waiting for the association and authen-
tication procedures, and thus vehicles may start to send or re-
ceive data as soon as they switch to the communication channel.
In addition, frequent interaction with infrastructures in cellular
networks may also incur high payments. Therefore, DSRC is
the most appealing solution to enable applications requiring co-
operative communications in VANETs.
We take the cooperative intersection control system [3] as an

example to illustrate the feasibility of DSRC, which also helps
to motivate the cooperative data dissemination model to be pre-
sented in Section IV. In such a system, vehicles are required to
update their locations, velocities, and driving directions to the
RSU in real time. With up-to-date information of vehicles, the
RSU periodically computes the optimal movement for each ve-
hicle and broadcasts the maneuver messages (e.g., advised ve-
locities and accelerations) to them. With received instructions,
all the vehicles will be able to cooperated to pass the intersec-
tion safely and smoothly. With DSRC, vehicles can piggyback
their requests into the basic safety message (BSM) as defined in
SAE J2735. The standard payload of a BSM is 39 B, including
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vehicle information such as locations, velocity, driving direc-
tions, etc. The payload of a request is small, and suppose it is
10 B. DSRC supports the data rate from 6 to 27 Mb/s [6], where
6 Mb/s is recommended for disseminating safety critical mes-
sages. Therefore, the time taken to submit a request is around

bits/6 Mb/s ms. Suppose the data size is
500 kB, which is sufficient for typical ITS applications [29]. In
such a case, the time for data transmission is around kb/6
Mb/s s. Thus, compared to data transmission time, the
time taken for submitting requests can be ignored. Adding the
overhead of scheduling and disseminating control messages, it
is reasonable to set the scheduling period as 1 s in such a system.
Due to the intrinsic nature of wireless communication, vehi-

cles in close proximity may suffer transmission collisions when
they are broadcasting data items simultaneously [15], [30]. We
assume that vehicles can only switch to one of the communi-
cation modes (i.e., either I2V or V2V) at a time [16]. Further-
more, vehicles cannot transmit and receive data items at the
same time due to the half-duplex transmission of OBUs speci-
fied by DSRC [5].
To prove that the formulated CDS problem is NP-hard, we

will construct a polynomial time reduction from MWIS [10] to
CDS. MWIS is a well-known NP-hard problem, which is briefly
introduced as follows. Let be a weighted undi-
rected graph, where is the set of vertices and is the set of
edges. Each vertex is associated with a weight .
An independent set of is a set of vertices, in which any two
of them are not adjacent. That is, a subset is an inde-
pendent set of if for any two vertices , they satisfy

. The weight of an independent set , denoted by
, is the sum of . With the above knowledge,

MWIS is the problem to find the independent set in , such
that .
A greedy method presented in [31] is adopted to approxi-

mately solve MWIS, which operates as follows. First, it com-
putes the value of for each vertex in ,
where and represent the weight and the degree of
, respectively. Second, it selects the vertex with the
maximum value of . Third, it updates by re-
moving the set of vertices , where
contains and all of its adjacent vertices. Forth, it re-
peats the above operations until there is no vertex remaining in

(i.e., ). Denote as the weight of a max-
imum independent set of , and denote as the weight of
the independent set obtained by this greedy method. It has been
proven that the performance ratio satisfies , where

is the maximum degree of any vertex in .

IV. DATA DISSEMINATION SYSTEM
Fig. 1 shows the data dissemination system in the hybrid

vehicular communication environment. In accordance with
IEEE 1609.4, we consider one control channel and two service
channels in the system. Specifically, the control channel is used
for disseminating management information, service advertise-
ments, and control messages. One of the service channels is
used for I2V data dissemination, while the other one is used
for V2V data dissemination. We consider single radio OBUs as
they are commonly adopted in VANETs due to both deployment
and economic concerns. Therefore, vehicles can tune in to only
one of the channels at a time [17]. The time unit adopted in

Fig. 1. Data dissemination via the hybrid of I2V and V2V communications.

this work refers to a scheduling period, which consists of three
phases as introduced in the following.
In the first phase, all the vehicles are set to the V2Vmode and

broadcast their heartbeat messages (i.e., the Basic Safety Mes-
sage as defined in SAE J2735), so that each vehicle is able to
identify a list of its neighboring vehicles. For instance, by mea-
suring the signal-to-noise ratio through the heartbeat messages
received from other vehicles, a vehicle can recognize a set of
vehicles, to which it can transmit and receive data items.
In the second phase, all the vehicles switch to the I2V mode

and communicate with the RSU. Specifically, each vehicle in-
forms the RSU with its updated information, including the list
of its current neighbors, and the identifiers of the retrieved and
newly requested data items. This information is piggybacked
into the Probe Vehicle Message as defined in SAE J2735. Each
request is made only for one data item, and the request is sat-
isfied as long as the corresponding data item is retrieved via
either I2V or V2V communication. Outstanding requests are
pending in the service queue. According to a certain algorithm,
the scheduling decisions are announced via the control channel
(i.e., piggybacked into the WAVE service advertisements [32]).
In the third phase, each vehicle participates into either I2V or

V2V communication based on the scheduling decisions. Mul-
tiple instances of data dissemination may take place simultane-
ously in this phase. Specifically, some vehicles will be instructed
to tune in to the I2V mode and retrieve the data item transmitted
from the RSU, while some others will be instructed to tune in to
the V2V mode for data transmit or receive. Note that this work
considers only one-hop V2V data dissemination.
To enable a collaborative I2V and V2V data dissemination,

the algorithm is expected to make the following scheduling de-
cisions. First, the algorithm divides the vehicles into two groups.
One group is for I2V communication, while the other is for V2V
communication. Second, the algorithm selects one data item to
be transmitted from the RSU, so that vehicles in the I2V group
can retrieve this data item via the I2V service channel. Third,
for vehicles in the V2V group, the algorithm determines a set of
sender vehicles and the corresponding data items disseminated
by each sender vehicle, so that the neighbors of each sender ve-
hicle may have chance to retrieve their requested data items via
the V2V service channel. The vehicles are assumed to stay in
the same neighborhood for a short period of time (i.e., during a
scheduling period) [15].
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TABLE I
SUMMARY OF NOTATIONS

Fig. 1 illustrates a toy configured example. Vehicles in the
I2V group can retrieve the data item only when they are in the
RSU’s coverage, which is represented by the dotted ellipse. In
this example, three vehicles are designated into the I2V group
(i.e., , and ). The data block without shadow represents
that the corresponding data item has been requested by the ve-
hicle but has not yet been retrieved. In contrast, the shadowed
data block means that the corresponding data item has been re-
trieved and cached. Accordingly, when is broadcast from the
RSU, , and can retrieve it via the I2V service channel.
In V2V communication, the double-edged arrow represents that
the two vehicles are neighbors. The data item to be disseminated
by a sender vehicle has to be cached in advance. For instance,

has cached and , and it could be selected as a sender for
disseminating with the target receiver of . Similarly, has
cached , and it could be selected as another sender for dis-
seminating to serve . However, due to the broadcast nature
in wireless communications, simultaneously disseminating data
items from the vehicles that are in the immediate or adjacent
neighborhoods will lead to the data collision [15]. In this ex-
ample, is in the neighborhood of both and . Therefore,
data collision happens at when and are disseminating
data items at the same time. Thus, cannot receive from
because the interference caused by . Note that for , and
, as they are tuned in to the I2V service channel, they will not

be influenced by V2V communication.
V. PROBLEM ANALYSIS

A. Cooperative Data Scheduling (CDS) Problem
1) Notations: For clear exposition, the primary notations

throughout the problem description are summarized in Table I.

The database consists of data items.
The set of vehicles is denoted by ,
where is the total number of vehicles at time . Depending
on the communication mode of vehicles, is divided into
two sets: and , where represents the set of ve-
hicles in the I2V mode, and represents the set of vehicles
in the V2Vmode. Each vehicle stays in either I2V or V2Vmode
at a time, namely, and .
Each has a set of requests, which is de-

noted by , where is
the total number of requests submitted by at time . Each

corresponds to a data item in the
database, and it is satisfied once this data item is retrieved by
. According to the service status of requests (i.e., satisfied or

not), is divided into two sets: and ,
where represents the set of satisfied requests, while

represents the set of pending requests. Then, we have
and .

Since each request corresponds to a data item , without
causing ambiguity, the expression is adopted to
represent that is requested by and it has been retrieved
(i.e., has been satisfied).
For each in the V2V mode, the set of its neighboring ve-

hicles (i.e., the set of vehicles in the V2V mode and within
the V2V communication range of ) is denoted by ,
where . The RSU maintains an entry in the
service queue for each , which is characterized by a 3-tuple:

. The values of and are up-
dated in every scheduling period. To facilitate the formulation
of CDS, relevant concepts are defined as follows.
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2) Definitions: In I2V communication, the RSU broadcasts
one data item in each scheduling period, which is denoted by

, where . Denote as the set of vehicles
within the RSU’s coverage. Only when , it can
retrieve via the I2V service channel. Specifically, the re-
ceiver vehicle set in I2V communication is defined as follows.
Definition 1: Receiver Vehicle Set in I2V Communication:

Given the data item transmitted from the RSU, the set of
receiver vehicles for , denoted by , consists of
any vehicle , which satisfies the following conditions: 1)
is in the RSU’s coverage; 2) is in the I2V mode; 3) is
requested by , and it has not yet been retrieved. That is

(1)

In V2V communication, a set of sender vehicles is des-
ignated to disseminate data items, which is denoted by

, where is
the number of designated sender vehicles. All sender ve-
hicles are in the V2V mode. That is, .
The set of data items to be disseminated is denoted by

, where
is the data item disseminated by

. Note that has to be retrieved by in advance,
namely, . Due to the broadcast effect,
simultaneous data dissemination of multiple sender vehicles
may cause data collision at receivers. Specifically, the set of
receiver vehicles suffering from data collision is defined as
follows.
Definition 2: Receiver Vehicle Set Suffering From Data Col-

lision: Given the set of sender vehicles , for any in
the V2V mode, if is in the neighborhood of both and

, then data collision happens at .
Accordingly, the receiver vehicle set suffering from data colli-
sion is represented by

.
Considering data collision, given a sender vehicle with

the transmitted data item , the set of receiver vehicles for
is defined as follows.

Definition 3: Receiver Vehicle Set for : The receiver
vehicle set for , denoted by , consists of any
vehicle , which satisfies the following four conditions: 1)
is in the neighborhood of ; 2) is requested by but
it has not yet been retrieved; 3) is not in the sender vehicle
set; 4) is not in the neighborhood of any other sender vehicles
excepting for . That is

(2)

The first two conditions are straightforward. The third con-
dition means that a vehicle cannot be the sender and the re-
ceiver at the same time. The forth condition guarantees that no
data collision happens at the receiver. On this basis, given the
set of sender vehicles with the corresponding data items

, the receiver vehicle set in V2V communication is
defined as follows.

Definition 4 Receiver Vehicle Set in V2V Communication:
Given , the receiver vehicle set in V2V communica-
tion, denoted by , is the union of receiver ve-
hicle sets for each . That is

(3)

In view of the dynamic traffic workload and the heavy data
service demand, it is imperative to enhance the system scala-
bility via cooperative data dissemination. Therefore, one of the
primary objectives is to maximize the total number of vehicles
that can be served via either I2V or V2V communication in each
scheduling period. To this end, the gain of scalability is defined
as follows.
Definition 5: Gain of Scalability: Given the data item

transmitted from the RSU, the set of sender vehicles , and
the corresponding set of data items in V2V commu-
nication, the gain of scalability, denoted by , is the total
number of vehicles that can be served via either I2V or V2V
communication in a scheduling period, which is computed by

(4)

where is the number of receiver vehicles in I2V
communication, and is the number of re-
ceiver vehicles in V2V communication.
In practice, based on specific scheduling objective (to be elab-

orated in Section VI), serving different vehicles may have dif-
ferent impacts on overall system performance. For general pur-
poses, we define the weighted gain as follows.
Definition 6: Weighted Gain: Denote as the weight

of serving at . The weighted gain, denoted by , is the
summation of the weight for each served vehicle in a scheduling
period, which is computed by

(5)

3) CDS: With the above knowledge, CDS is formulated as
follows. Given the database , the set
of vehicles , the set of requests

, and the set of weights for
serving each vehicle , the
algorithm makes the following scheduling decisions. First, it
divides the vehicles into I2V and V2V sets, namely, and

. Then, a data item is selected to broadcast via I2V
communication. Meanwhile, a set of sender vehicles to-
gether with the corresponding set of data items are
selected in V2V communication. Given , and , let

be the set of scheduling decisions for
, and . CDS is to find an optimal scheduling decision,

denoted by , such that the weighted
gain is maximized. That is:

(6)

4) Example: Fig. 2 shows an example of CDS. The vehicle
set and requests of each vehicle are rep-
resented by data blocks. Specifically, the shadowed data block
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Fig. 2. Example of CDS problem.

represents that the corresponding data item has been retrieved.
In contrast, the data block without shadow represents the out-
standing request. The edge represents the neighborhood rela-
tionship of vehicles. Assuming all the vehicles are within the
RSU’s coverage (i.e., ), and assuming the gain of
serving each vehicle is 1 (i.e., ), then it
is not difficult to observe the following optimal solution: 1) is
scheduled to be transmitted from the RSU (i.e., ). 2)
and are set to the I2V mode (i.e., ), while
the other four vehicles are set to the V2V mode (i.e.,

). 3) and are designated as sender vehi-
cles (i.e., ) for disseminating and , respec-
tively. Accordingly, the set of data items in V2V communication
is . Given such a schedule, the receiver vehicle
sets in I2V and V2V communications are
and , respectively. As shown, all the
outstanding requests can be served in this scheduling period,
and .

B. NP-Hardness

We prove that CDS is NP-hard by constructing a poly-
nomial-time reduction from a well-known NP-hard problem
MWIS [10]. Before presenting the formal proof, a sketch of the
idea is outlined as follows. First, we introduce a set of opera-
tions (to be defined as the “tentative schedule” formally), which
forms the basis of finding an optimal solution of CDS. Second,
based on certain constraints on cooperative data dissemination
in VANETs, we establish a set of rules to identify conflicting
operations such that any pair of conflicting operations cannot
coexist in an optimal solution of CDS. Third, we construct an
undirected graph by creating a vertex for each operation and
adding an edge between any two conflicting operations. The
weight of each vertex is set as the weight of the corresponding
operation. With the above mapping, we demonstrate that the
optimal schedule of CDS is derived if and only if the MWIS
of is computed. Therefore, CDS is NP-hard. To have clearer
exposition, we further illustrate the idea with an example.
As shown in Fig. 3, an undirected graph is constructed

based on the example shown in Fig. 2. The identifier of each
vertex represents a viable operation. For instance, the vertex

represents that transmits to . Referring to Fig. 2,
it is viable because has cached , while its neighbor is
requesting for . Therefore, this operation has the potential to
serve . Thus, there is a one-to-one mapping between each op-
eration and each vertex. An edge between two vertices repre-
sents that the two corresponding operations are in conflict with

Fig. 3. Example of reduction from MWIS to CDS.

each other. For instance, the edge between and
means that the two operations (i.e., transmits to and
transmits to ) cannot be scheduled at the same time. This
is due to the constraint that cannot be the sender and the re-
ceiver simultaneously. We will define a set of rules to capture all
the constraints on cooperative data dissemination so that very
pair of conflicting operations can be identified. In accordance
with the assumption in Fig. 2 (i.e., ), the weight of each
vertex is set to 1. Given the constructed , we can check that the
four shadowed vertices shown in Fig. 3, namely

, and are the MWIS of . Accordingly, the total
weight is 4, which is consistent with the maximum weighted
gain derived from Fig. 2. The formal description of the above
idea is presented as follows.
1) Tentative Schedules (TS): A TS refers to an operation that

has the potential to serve one pending request via either I2V or
V2V communication. In this regard, we classify the TS into two
sets, and , where is the set of TSs
serving requests via I2V communication, and is the
set of TSs serving requests via V2V communication. To facili-
tate the analysis, a TS in is parsed by , where
represents the RSU; represents the data item transmitted from
the RSU; and represents the receiver vehicle for . Note that
has to be in the pending request set of (i.e., ).

Similarly, a TS in is parsed by , where rep-
resents the sender vehicle; represents the data item to be dis-
seminated by ; and represents the receiver vehicle for .
Note that has to be in the satisfied request set of . In the
meantime, it has to be in the pending request set of (i.e.,

). As specified, each TS has
the potential to serve an outstanding request via either I2V or
V2V communication. For instance, as shown in Fig. 2,
is a TS, which can be interpreted as the potential service by as-
signing as the sender and as the receiver with respect to
the data item . In contrast, is not a TS, because has al-
ready received , and this schedule cannot serve any outstanding
request.
2) Conflicting TSs: Different TSs may be in conflict with

each other due to the following constraints on cooperative data
dissemination. 1) The RSU can only broadcast one data item at a
time. 2) Each sender vehicle can only disseminate one data item
at a time. 3) A vehicle cannot be both the sender and the receiver
at the same time. 4) Data collision happens at receivers. 5) Each
vehicle can be only in one of the modes (i.e., I2V or V2V) at
a time. The corresponding five rules for identifying conflicting
TSs are introduced as follows.
1) If the two TSs are both for I2V communication (i.e.,

and ), but they
specify different data items to broadcast (i.e., ),
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then is in conflict with because the RSU can
only broadcast one data item at a time. For example,
and are in conflict with each other.

2) If the two TSs are both for V2V communication (i.e.,
and ), but they

designate the same sender vehicle to disseminate different
data items (i.e., and ), then is in
conflict with because each sender vehicle can
only disseminate one data item at a time. For example,

and are in conflict with each other.
3) If the two TSs are both for V2V communication (i.e.,

and ), where
one TS designates a vehicle as the sender, while the
other TS designates the same vehicle as the receiver (i.e.,

or ), then is in conflict with
because a vehicle cannot be both the sender and

the receiver at the same time. For example, and
are in conflict with each other.

4) If the two TSs are both for V2V communication (i.e.,
and ), but

a receiver is the neighbor of both the senders (i.e.,
or ), then is in conflict

with because data collision happens at one of the
receivers. For example, and are in conflict
with each other.

5) If one TS is for I2V communication (i.e.,
) and the other TS is for V2V communication

(i.e., ), but the receiver in I2V
communication is the same with either the sender or
the receiver in V2V communication (i.e., or

), then is in conflict with because
a vehicle can be only in one of the modes (i.e., I2V or
V2V) at a time. For example, and are in
conflict with each other.

3) Constructing the Graph: First, we find the set of TSs by
traversing both the retrieved and outstanding data items for each
vehicle. Then, the undirected graph can be constructed by the
following procedures: 1) Create a vertex for each TS. 2) Set the
weight of each vertex to the weight of the receiver vehicle in the
corresponding TS. 3) For any two conflicting TSs, add an edge
between the two corresponding vertices. Apparently, can be
constructed in polynomial time. There is a one-to-one mapping
between each vertex and each TS. Any two nonadjacent vertices
in represent that the two corresponding TSs are not in con-
flict with each other, and hence their weighted gain can be accu-
mulated, which is equivalent to the summation of the weight of
the two corresponding vertices. Overall, themaximumweighted
gain of CDS is achieved if and only if the MWIS of is com-
puted. The above proves that CDS is NP-hard.

VI. PROPOSED SCHEDULING ALGORITHM

We propose an online scheduling algorithm, which is called
CDD, for cooperative data dissemination. To enhance overall
system performance on data services, simply maximizing the
gain of scalability as defined in Section V-A.2 in each sched-
uling period cannot guarantee global optimal scheduling perfor-
mance, as it cannot distinguish the urgency of different served
vehicles in a particular scheduling period. In view of this, to
capture the service urgency and improve the overall scheduling

Fig. 4. Scheduling scenarios. (a) At , and are in the service
region. (b) At has left the service region, while and have arrived.

performance, it is expected to give a higher priority for vehicles
that have shorter remaining dwell time in the service region.
Fig. 4 illustrates an example to give an insight into the algo-
rithm design.
Fig. 4(a) shows the scheduling scenario at , in which
, and ask for , and , respectively. Moreover, has

cached . The service region is represented by the dotted box.
Accordingly, as shown in Fig. 4(b), and drive into the ser-
vice region at , and they ask for and , respectively. Mean-
while, has left. When considering to maximize the number
of served vehicles at , the optimal schedule is to set

, and
. With such a schedule, and retrieve

from , and retrieves from the RSU. Nevertheless,
cannot retrieve at . When and arrive at , the optimal
schedule in this round is to let disseminate to via V2V
communication, and let the RSU disseminate to via I2V
communication. In this case, cannot be served since it has
left the service region at .
Although the above schedule maximizes the number of

served vehicles in each scheduling period, it does not distin-
guish the service urgency for different vehicles, which results
in the failure of serving . In contrast, we consider the fol-
lowing schedule at : , and
no vehicles participate into the V2V communication. Although
only two vehicles (i.e., and ) are served at , all the
remaining vehicles can be served with the following schedule
at :

, and . With such a schedule,
, and will retrieve from the RSU, and will

retrieve from (note that has cached at ).
With the above observations, it is expected to estimate the

remaining time-slots of vehicles in the service
region, which is computed by , where

is the current distance to the exit of the service region
and is the current velocity of . Note that there could
be a feasible schedule only when . To give
higher priority on serving more urgent vehicles, the weight of

is inversely proportional to its slack time, which is defined
as , where is the tuning
parameter to weight the urgency factor. To give an overview,
CDD schedules with the following three steps.
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• First, CDD examines all the TSs in both and
to find every pair of conflicting TSs and com-

pute the weight of each TS.
• Second, CDD constructs the graph and transforms CDS
toMWIS. Then, it selects a subset of TSs based on a greedy
method.

• Third, CDD generates the following outputs: 1) the data
item to be transmitted from the RSU; 2) the set of
receiver vehicles for ; 3) the set of sender
vehicles in V2V communication; 4) the set of data
items for each sender vehicle; 5) the set of re-
ceiver vehicles in V2V communication.

Details of each step are presented as follows, and the pseu-
docode of CDD is attached in the Appendix.

A. Identify Conflicting TSs and Compute the Weight

This step consists of four operations. First, CDD determines
the set of vehicles , which are in the RSU’s coverage
(lines1–6 in CDD Step 1). Second, it finds all the TSs in both
I2V and V2V communications and constructs and

(lines 7–22 in CDD Step 1). Third, it identifies any
pair of conflicting TSs (lines 23–43 in CDD Step 1). Finally, it
computes the weight for each TS (lines 44–50 in CDD Step 1).
The implementation is elaborated as follows.
In order to determine , CDD checks each entry

maintained in the service queue. Since
every vehicle within the RSU’s coverage shall update its infor-
mation in each scheduling period, in case there is no update
received for an entry , it implies that has
left the RSU’s coverage. In order to construct and

, CDD examines the entry for
each . Specifically, for each pending request of
(i.e., ), there is a TS: ,
which represents that the RSU disseminates to via I2V
communication. On the other hand, for each satisfied request
of (i.e., ), if is a pending request of

(i.e., ) and is the neighbor of (i.e.,
), then there is a TS: ,

which represents that disseminates to via V2V
communication. Note that may not necessarily in the RSU’s
coverage. In order to identify each pair of conflicting TSs,
CDD follows the five rules as specified in Section V-B. Finally,
for each , CDD updates its the current velocity

and its current distance to the exit , so that the
remaining dwell time is estimated by .
Given any TS with a receiver vehicle , its weight is computed
by .

B. Construct and Select TSs

This step consists of three operations. First, CDD constructs
the graph based on themapping rules (lines 1–10 in CDDStep
2). Second, it approximately solves the weighted independent
set problem using a greedymethod (lines 11–22 in CDD Step 2).
Third, it constructs the set of selected TSs (lines 23–27 in CDD
Step 2). The implementation is elaborated as follows.
In order to construct , CDD creates a vertex for each TS

derived from Step 1, and it sets the weight of the corresponding
TS to . For each pair of the identified conflicting TSs, they
are mapped to the corresponding vertices (e.g., and ), and

then an edge is added between and . In order to select in-
dependent vertices, CDD adopts the greedy method [31], which
has been elaborated in Section III.

C. Generate Outputs and Update Service Queue

This step consists of two operations. First, CDD parses each
selected TS to make the scheduling decisions, including the
determination of , and

(lines 1–11 in CDD Step 3). Second, it up-
dates the service queue by adding the entries for newly arrived
vehicles and removing the entries for left vehicles (lines 12–21
in CDD Step 3). The implementation is elaborated as follows.
In order to generate the outputs, CDD parses each TS in

. Specifically, for any selected TS belonging to I2V
communication (i.e., ), the data item
will be the same, because all the selected are not in con-
flict with each other. Accordingly, is scheduled to be trans-
mitted from the RSU, which determines . Then, the union
of from each is selected as the set of receiver vehi-
cles in I2V communication, which determines . On
the other hand, for any selected TS belonging to V2V commu-
nication (i.e., ), the union of from
each forms the set of sender vehicles so that is
determined. Meanwhile, the union of from each forms
the set of data items to be disseminated via V2V communi-
cation, and thus is determined. Last, the union of

from each forms the set of receiver vehicles so that
is determined. In order to maintain the service

queue, the system needs to add an entry for each newly arrived
vehicle and remove the entry for each left vehicle. Note that for
a left vehicle , its entry is removed only when is out of
the RSU’s coverage (i.e., ) and is not in the
neighborhood of any vehicle within the RSU’s coverage (i.e.,

). This is because if
and , then may still have chance to retrieve
the data item from via V2V communication, even though

.
To demonstrate the scalability of scheduling, we analyze the

algorithm complexity. Suppose there are vehicles and the
maximum number of requests submitted by a vehicle is a con-
stant . In Step 1, the upper bound for finding is

, where represents the number of pending requests
of a vehicle and . Meanwhile, the upper bound
for finding is , where

represents the number of satisfied requests of a vehicle and
. Note that represents that in the

worst case, a vehicle is in the neighborhood of all other vehicles
and it requires to check all the neighbors’ pending requests to
find valid TSs. Therefore, the complexity in Step 1 is .
In Step 2, suppose there are vertices in the constructed graph.
According to the Greedy method, the worst case to find the in-
dependent set requires to check all the vertices when all of them
are independent with each other, giving the complexity of .
On the other hand, according to the mapping principle, we have

. In addition, since
and , the complexity in Step 2 is

. In Step 3, it requires to check vertices to
generate the outputs. Since ,
the complexity is . To sum up, the complexity of CDD
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TABLE II
SIMULATION STATISTICS UNDER DIFFERENT TRAFFIC SCENARIOS

is , which is reasonable and will not be the hurdle of
scheduling scalability.

VII. PERFORMANCE EVALUATION

A. Setup
The simulation model is built based on the system archi-

tecture described in Section IV, and it is implemented by
CSIM19 [33]. The traffic characteristics are simulated ac-
cording to the Greenshield’s model [34], which is widely
adopted in simulating macroscopic traffic scenarios [35].
Specifically, the relationship between the vehicle velocity
and the traffic density is represented by ,
where is the free-flow speed (i.e., the maximum speed
limit) and is the jam density (i.e., the density that causes the
traffic jam). Three lanes are simulated, and the free-flow speeds
of the three lanes are set to k/h k/h, and

k/h, respectively. The same jam density is set
for each lane, which is 100 vehicles/km. Consider that all the
vehicles drive in the same direction and the arrival of vehicles
in each lane follows the Poisson process. In order to evaluate
the system performance under different traffic workloads, a
wide range of vehicle arrival rates is simulated. Given a specific
vehicle arrival rate on each lane, the corresponding vehicle
velocities and vehicle densities are also collected. Detailed
traffic statistics are summarized in Table II.
The communication characteristics are simulated based on

DSRC. In particular, the radius of RSU’s coverage is set to
300 m, and the V2V communication range is set to 150 m. We
do not specify absolute values of the data size and the wireless
bandwidth, but setting the scheduling period as 1 s. The feasi-
bility of such a setting has been discussed in Section III. The
database size is set to 100. Each vehicle may submit a request at
random time when passing through the RSU. The total number
of submitted requests is uniformly distributed from 1 to 7. The
data access pattern follows the Zipf distribution [36] with the
parameter . Specifically, the access probability of a data
item is computed by , where is the size of the

database.
We implement two well-known algorithms for performance

comparison. One is First Come First Served (FCFS) [37], which
broadcasts data items according to the arrival order of requests.
The other isMost Requested First (MRF) [38], which broadcasts
the data itemwith themaximum number of pending requests. As
discussed in Section II, none of previous studies have consid-
ered the scheduling for cooperative data dissemination, which
can coordinate between I2V and V2V communication at the

same time. Therefore, although FCFS and MRF can be only ap-
plied for I2V communication, they are the closest solutions for
comparison. In addition, to be elaborated in performance anal-
ysis, they are also competitive solutions to the stated problem.
Note that all the algorithms are compared with the same timeline
(i.e., the same time-slot of each scheduling period) regardless
whether they can support the hybrid of I2V and V2V commu-
nications. The tuning parameter of CDD is set to 4%, which
gives it the best performance in the default setting.

B. Metrics
We design the following metrics to quantitatively analyze the

algorithm performance.
• Gain of scalability: It is the total number of vehicles that are
served via either I2V or V2V communication in a sched-
uling period.

• I2V broadcast productivity: Given the number of data
items broadcast from the RSU , and the total number
of served requests via I2V communication , the I2V
broadcast productivity is computed by . A high
I2V broadcast productivity implies that the algorithm is
good at exploiting the broadcast effect and it is able to
utilize the RSU’s bandwidth more efficiently.

• Distribution of gains: This metric partitions the served re-
quests into two sets. One set contains those requests served
by the RSU, and the other set contains the requests served
by neighboring vehicles. The proportion of each set reflects
the contribution of I2V and V2V communications to the
overall performance.

• Service ratio: Given the total number of served requests
and the total number of submitted requests by all

vehicles, the service ratio is computed by .
• Service delay: It measures the waiting time of served re-
quests, which is the duration from the instance when the
request is submitted to the time when the corresponding
data item is retrieved.

C. Simulation Results
Fig. 5 shows the gain of scalability of algorithms under dif-

ferent traffic scenarios. The ID of each traffic scenario ( -axis)
corresponds to the index number in Table II. As shown, a larger
traffic scenario ID corresponds to a higher vehicle arrival rate
on each lane. In other words, the traffic workload is the lightest
in scenario 1, and it is getting heavier in the subsequent sce-
narios. For FCFS and MRF, which schedule via pure I2V com-
munication, their gain of scalability is the average number of
vehicles served via I2V communication in each scheduling pe-
riod. In contrast, CDD is dedicated to striking a balance be-
tween I2V and V2V communications for data services, so that
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Fig. 5. Gain of scalability under different traffic scenarios.

Fig. 6. I2V broadcast productivity under different traffic scenarios.

the total number of served vehicles can bemaximized. As shown
in Fig. 5, CDD outperforms other algorithms significantly, espe-
cially in heavier traffic workload scenarios. This result demon-
strates the superiority of CDD on enhancing system scalability.
Fig. 6 shows the I2V broadcast productivity of algorithms

under different traffic scenarios. As demonstrated in previous
work [24], the effectiveness of broadcast effect increases by
giving preference of scheduling hot data items. MRF always
schedules the data item with the most pending requests. Accord-
ingly, it achieves the highest I2V broadcast productivity. CDD
also considers the popularity of data items. However, it even
ranks behind FCFS, which does not consider data popularity in
scheduling. This is because CDD considers not only the number
of vehicles that can be served via I2V communication, but also
the cooperation of vehicles on data sharing via V2V communi-
cation. Vehicles in the V2V mode cannot retrieve any data item
from the RSU at the same time, which disperses the I2V broad-
cast productivity. The result demonstrates that pure I2V com-
munication algorithms can better exploit the RSU’s broadcast
effect, and CDD would not be able to add significant benefits to
the performance without proper coordination between I2V and
V2V data dissemination.
Fig. 7 examines the distribution of gains contributed by I2V

and V2V communications for CDD. As observed, when the
traffic workload is light, most vehicles are served via I2V data
dissemination. This is because the vehicle density on each lane
is low (i.e., as shown in Table II, only around 13 vehicles/km
on each lane in scenario 1). Therefore, with few neighbors of
each vehicle, the chance to retrieve an interested data item via
V2V communication is slim. With an increase of the traffic
workload, the contribution of V2V data dissemination increases
notably. This makes sense due to the following reasons. First,

Fig. 7. Distribution of gains under different traffic scenarios.

Fig. 8. Service ratio under different traffic scenarios.

the vehicle density is getting higher in a heavier traffic work-
load environment, resultingmore neighbors of each vehicle. Ac-
cordingly, the chance to have common requests among neigh-
boring vehicles is higher. Note that these common requests of
different vehicles may be submitted at different times. There-
fore, it is not likely to serve all of them via a single I2V broad-
cast, leaving the rest of the requests to have higher possibility
to be served via V2V communication. Second, a higher traffic
workload also causes longer dwell time of vehicles in the service
region. This gives a higher chance for each vehicle to retrieve
more requested data items, which gives higher opportunity for
V2V data sharing. Last, there are more requests submitted by
vehicles asking for different data items when the traffic work-
load is getting heavier, but only one data item can be broadcast
from the RSU in each scheduling period. This limits the por-
tion of contribution via I2V communication. In contrast, by ap-
propriately exploiting the spatial reusability, multiple data items
can be disseminated via V2V communication simultaneously
without conflicting, which enhances the portion of V2V contri-
bution in a heavy traffic scenario. To sum up, CDD is able to
strike a balance between I2V and V2V communications on data
services.
Fig. 8 shows the service ratio of algorithms under different

traffic scenarios. As observed, the service ratio all the algo-
rithms decline to a certain extent when the traffic workload starts
to get heavier. When the traffic workload keeps increasing, the
service ratio of all the algorithms is getting higher. The rea-
sons are explained as follows. At the beginning (i.e., in sce-
nario 1), although vehicles pass through the service region with
pretty high velocities due to the low density, the system can still
achieve reasonable good performance due to the small number
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Fig. 9. Service delay under different traffic scenarios.

of total submitted requests. When the vehicle arrival rate starts
to increase (i.e., in scenario 2), although the velocity drops ac-
cordingly, the increased number of requests dominates the per-
formance, which results in the decline of the service ratio. When
the vehicle velocity keeps dropping in a heavier traffic workload
environment, the long dwell time of vehicles gradually domi-
nates the performance. Accordingly, the service ratio is getting
higher. As shown, CDD outperforms other algorithms signifi-
cantly in all scenarios. Note that although this work only focuses
on data dissemination from a single RSU, it is straightforward
to extend the solution and further enhance system performance
when multiple RSUs can cooperate to provide data services.
Fig. 9 shows the service delay of algorithms under different

traffic scenarios. Although CDD performs closely to MRF in
light traffic scenarios, it gradually achieves shorter service delay
when the traffic workload is getting heavier. This is because as
analyzed in Fig. 7, the benefit of V2V communication achieved
by CDD is more significant in a heavy traffic environment. Fur-
thermore, note that themean service delay is derived from all the
served requests. As demonstrated in Fig. 8, CDD serves more
requests than both MRF and FCFS in all scenarios, which fur-
ther demonstrates the superiority of CDD as it is not trivial to
achieve both shorter service delay and higher service ratio.

VIII. CONCLUSION AND FUTURE WORK

In this work, we present a data dissemination system via the
hybrid of I2V and V2V communications and discuss the sched-
uling challenges arising in such an environment. We give an
intensive analysis on both the requirement and the constraint
on data dissemination in hybrid vehicular communication en-
vironments. On this basis, we give a formal description of the
cooperative data scheduling problem, CDS. We prove that CDS
is NP-hard from the reduction of MWIS. An online scheduling
algorithm CDD is proposed to enhance the data dissemination
performance by best exploiting the synergy between I2V and
V2V communications. In particular, CDD makes scheduling
decisions by transforming CDS to MWIS and approximately
solvingMWIS using a greedy method. It enables the centralized
scheduling at the RSU, which resembles the concept of software
defined network in VANETs.We build a simulationmodel based
on realistic traffic and communication characteristics. The sim-
ulation results under a wide range of traffic workloads demon-
strate the superiority of CDD.
In our future work, we will extend application scenarios by

considering the coordination of a set of RSUs, which resem-

bles the SDN concept of “logically centralized” control in a
distributed network. Also, the current centralized RSU model
does not support multihop V2V communication. In future so-
lutions, RSUs can direct multihop communication among vehi-
cles in several consecutive steps. Furthermore, to better exploit
the benefit of V2V communication, the current model can be
further enhanced by scheduling vehicles for retrieving their un-
requested data items so that it has higher potentiality of data
sharing among vehicles. Finally, the impacts of data dissemi-
nation at MAC and physical layers are expected to be exam-
ined to validate the model in realistic vehicular communication
environments.

APPENDIX
PSEUDOCODE OF CDD

CDD Step 1: Identify Conflicting TSs and Compute the Weight

1: ;
2: for each do
3: if RSU receives the periodical update from then
4: ;
5: end if
6: end for
7: ;
8: ;
9: for each do
10: for each do
11: if then
12: ;
13: end if
14: if then
15: for each do
16: if then
17: ;
18: end if
19: end for
20: end if
21: end for
22: end for
23: for any and do
24: if then
25: is in conflict with ;
26: end if
27: end for
28: for any and do
29: if and then
30: is in conflict with ;
31: end if
32: if or then
33: is in conflict with ;
34: end if
35: if or then
36: is in conflict with ;
37: end if
38: end for
39: for any and do
40: if or then
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41: is in conflict with
42: end if
43: end for
44: for each do
45: Update and ;
46: end for
47: for each TS with receiver vehicle do
48: ;
49: ;
50: end for

CDD Step 2: Construct and select TSs

1: for each do
2: Create a vertex in ;
3: ;
4: end for
5: for each pair of conflicting TSs do
6: Map the two TSs to the corresponding vertices and

;
7: Add an edge in ;
8: ;
9: ;
10: end for
11: ;
12: ;
13: while do
14: for each do
15: if then
16: ;
17: ;
18: end if
19: end for
20: ;
21: ;
22: end while
23:
24: for each do
25: Map to the corresponding TS;
26:
27: end for

CDD Step 3: Generate outputs and update service queue

1: for each do
2: if has not yet been determined then
3: ;
4: end if
5: ;
6: end for
7: for each do
8: ;
9: ;
10: ;
11: end for
12: if RSU receives an update from a newly arrived then
13: ;

14: end if
15: for each do
16: if no periodical update is received from then
17: if then
18: ;
19: end if
20: end if
21: end for
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