Abstract—A language model (LM) is calculated as the probability of a word sequence that provides the solution to word prediction for a variety of information systems. A recurrent neural network (RNN) is powerful to learn the large-span dynamics of a word sequence in the continuous space. However, the training of the RNN-LM is an ill-posed problem because of too many parameters from a large dictionary size and a high-dimensional hidden layer. This paper presents a Bayesian approach to regularize the RNN-LM and apply it for continuous speech recognition. We aim to penalize the too complicated RNN-LM by compensating for the uncertainty of the estimated model parameters, which is represented by a Gaussian prior. The objective function in a Bayesian classification network is formed as the regularized cross-entropy error function. The regularized model is constructed not only by calculating the regularized parameters according to the maximum a posteriori criterion but also by estimating the Gaussian hyperparameter by maximizing the marginal likelihood. A rapid approximation to a Hessian matrix is developed to implement the Bayesian criterion but also by estimating the Gaussian hyperparameter regularized parameters according to the maximum a posteriori criterion. The regularized model is constructed not only by calculating the cross-entropy error but also by estimating the Gaussian hyperparameter regularized model is constructed not only by calculating the cross-entropy error but also by estimating the Gaussian hyperparameter.
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I. INTRODUCTION

NAURAL language processing aims to analyze, understand, and generate languages that humans use naturally. Significant progress has been achieved in recent years, addressing important and practical real-world problems, enabling mass deployment of large-scale systems. New machine learning paradigms, such as deep neural networks (DNNs) and continuous space methods, have contributed to inferring language patterns from increasingly large real-world data and to making predictions about new data more accurately.

One important challenge is to represent the language in a form that can be processed effectively by learning systems. Traditionally, words in a sequence are treated as discrete symbols and represented by the n-gram language model (LM).

LM plays an important role in many information systems, including machine translation, optical character recognition, writing correction, question answering, information retrieval, bioinformatics, and continuous speech recognition (CSR). According to the Bayes decision rule, the prior probability for an automatic speech recognition (ASR) system to search for the most likely sequence $\hat{W}$ corresponding to a test speech utterance $X$ via

$$\hat{W} = \arg\max_W p(W|X) = \arg\max_W p(X|W) p(W)$$

where $p(X|W)$ denotes the acoustic likelihood function. The statistical n-gram LM is calculated as the probability of a word sequence $W$ that is written as a product of probabilities of individual words $w = w_t$ at each time $t$ conditional on their preceding $n - 1$ words $u = \{w_{t-n+1}, \ldots, w_{t-1}\} \triangleq w_{t-n+1}^{t-1}$

$$p(W) = p(w_1, w_2, \ldots, w_T) \approx \prod_{t=1}^{T} p(w_t|w_{t-n+1}^{t-1})$$

The N-gram model is efficient and effective in extracting the lexical regularities from sequential patterns. However, in the case of a high-order model and large vocabulary size, such an n-gram model suffers from the inadequate long-distance information due to the limitation of context window and the insufficient training data for computation of multinomial parameters for so many word combinations. To extract long-distance information outside the n-gram window, the association patterns [1] and the cache classes [2], [3] were identified and incorporated into the calculation of the n-gram LM. To cope with the issue of insufficient training data, the class-based n-grams [4] were calculated by considering the word generation given the concatenated classes rather than concatenated words. More effectively, the modified Kneser–Ney LM [5], [6] was proposed to estimate the higher order LM $p(w|u)$ by linearly interpolating with the lower order LM $p(w|\pi(u))$ given by backoff context $\pi(u) \triangleq w_{t-n+2}^{t-1}$ via

$$p(w|u) = \frac{c_{uw} - d(c_{uw})}{c_u}$$

$$+ \frac{d_1 N_1(u) + d_2 N_2(u) + d_3 N_3(u)}{c_u \cdot p(w|\pi(u))}$$

where $c_{uw}$ denotes the count of a word sequence $uw$, $c_u = \sum_{w' \in V} c_{uw'}$ and $N_1(u) = |\{w : c_{uw} = 1\}|$ denotes the number of unique words appearing after $u$ that have one count. The discount parameter $d(c_{uw}) \geq 0$ is different for those
n-grams with zero \( d(c_{u0} = 0) = 0 \), one \( d(c_{u0} = 1) \triangleq d_1 \), two \( d(c_{u0} = 2) \triangleq d_2 \), and three or more counts \( d(c_{u0} \geq 3) \triangleq d_{3+} \).

A. Continuous Space Model

In recent years, the continuous space method provides a promising alternative that describes words and their semantic and syntactic relationships in a different way. In continuous space language modeling, we represent the words with real-valued vectors. The conditional probabilities of words are learned and expressed as the smoothing functions of these vectors; similar words are, therefore, described as the neighbors in a continuous space. The seen and unseen higher order LMs could be consistently estimated. The NN-LM is a typical example of such a continuous space method. Basically, the feedforward NN-LM (FNN-LM) [7], [8] is constructed by projecting the history words \( w_{t-1+n} \) into a continuous space and treating these continuous values as inputs for a multilayer perceptron (MLP). The FNN-LM was successfully applied for ASR in [9]. In [10], the deep FNN-LM was proposed to improve ASR performance by adopting the deep structure of the NN model. However, the FNN-LM could not represent the dependences from distant words, which are the outside n-gram context. Accordingly, the recurrent NN-LM (RNN-LM) [11] was proposed by incorporating the recurrent states into the calculation of LM. Long-distance history words are continuously aggregated through feedback mechanism and then combined with the current word for prediction of a new word. Instead of estimating multinomials in the n-gram LM, the RNN-LM estimates the synaptic weights for three groups of connections between layers, including input-hidden, recurrent-hidden, and hidden-output layers. RNN-LM deals with the data sparseness problem through the continuous space LM and simultaneously accommodates the long-distance information through dynamic feedback. The weaknesses of the n-gram LM are resolved. The RNN-LM has obtained the most competing performance among the advanced LMs [12], [13]. In general, the model complexity of the RNN-LM is controlled by the size of dictionary and the number of hidden units, which are prone to be too large. Although the RNN-LM achieved very good ASR performance, the regularizaiton issue was not tackled, and the performance was constrained. The dropout could be applied to deal with model regularization due to the overtrained model parameters or the wrongly assumed model structure.

B. Main Contribution of This Work

Beyond the state-of-the-art LM using the RNN-LM [11], we apply a standard Bayesian learning approach [14]–[17] to build the regularized LM. This is the first step of implementing the Bayesian RNN-LM (BRNN-LM) for speech recognition. Such a BRNN-LM compensates for model uncertainties by minimizing the regularized cross-entropy error function for a classification network, where the regularization term is governed by a Gaussian hyperparameter. We comparatively estimate the RNN-LM parameters through a maximum \textit{a posteriori} (MAP) criterion. The optimal regularization parameter is calculated from the same training data by maximizing the marginal likelihood over the RNN-LM parameters. However, the solution to optimal regularization parameter depends on the calculation of the Hessian matrix, which is computationally expensive, because the summation of a huge amount of high-dimensional outer-product matrices should be implemented. This calculation is controlled by the size of dictionary and the numbers of model parameters and training words, which are all scaled up in real-world applications. We propose a rapid Bayesian learning for the RNN-LM by approximating the Hessian matrices based on a small set of salient outer-product matrices. A positive semidefinite Hessian matrix is produced to facilitate the optimization for the BRNN-LM. The BRNN-LM is demonstrated to be sparser than the RNN-LM. The BRNN-LM achieves robustness in system performance, even disregarding most of the rank-1 outer-product matrices from the computation of the Hessian matrix.

The remainder of this paper is organized as follows. In Section II, we introduce the FNN-LM and the RNN-LM. Section III addresses the regularized error backpropagation (BP) through time for the BRNN-LM. Section IV describes the rapid approximation to the Hessian matrix. In Section V, a series of experiments is reported to investigate the proposed BRNN-LM under different tasks and conditions. Finally, the conclusions are drawn in Section VI.

II. NEURAL NETWORK LANGUAGE MODEL

This section addresses the construction of the FNN-LM [7], [9] and the RNN-LM [11].

A. Feedforward Neural Network Model

The continuous space LM based on the FNN was first proposed to estimate the LM parameters for seen as well as unseen word combinations even with a higher order model [7]. Fig. 1 shows the system configuration of the FNN-LM. Instead of estimating the n-gram multinomials, the FNN-LM aims to estimate a set of weight parameters \( \theta \) from a sequence of training words \( D = \{w_t\}_{t=1}^T \). The FNN-LM encodes a history word \( w_{t-1} \) using a \( |V| \)-dimensional vector \( x_{t-1} = [x_{(t-1)i}]_i=1^{|V|} \) via a 1-of-\(|V|\) coding scheme

\[
  x_{(t-1)i} = \begin{cases} 
  1, & \text{if } w_{t-1} \text{ corresponds to word } i \\
  0, & \text{otherwise.}
\end{cases}
\]
For instance, when estimating the fourth gram based on the FNN, three encoded vectors \( \{x_{t-1}, x_{t-2}, x_{t-3}\} \) serve as input vectors from the three history words in time steps \( t-1, t-2, \) and \( t-3 \), respectively. The FNN-LM is constructed to calculate \( n \)-grams \( y_t = \{y_{tk}\}_{k=1}^{V} \) with the \( k \)th output unit given by

\[
y_{tk} = p(w_t = k|w_{t-n+1}^{t-1}). \tag{5}
\]

Here, we use \( t \) to denote the time index of a word sequence and \( i \) to represent the word index in dictionary \( V \). Each history word vector is simply projected onto a lower dimensional continuous space by using a shared transformation matrix \( P \). Such a projection is performed to avoid the curse of dimensionality in FNN-LM. The discrete words, which are semantically or syntactically related, shall be close to each other in this continuous space. The linearly projected vectors of \( n-1 \) history words are then concatenated to form a feature vector \( h_t = \{h_{ti}\}_{i=1}^{L} \) as inputs to an MLP with the hidden units \( z_t = \{z_{tj}\}_{j=1}^{K} \) and the output units \( y_t = \{y_{tk}\}_{k=1}^{V} \) subject to the constraint of multinomial outputs \( \sum_{k=1}^{V} y_{tk} = 1 \). The seen and unseen \( n \)-grams in the training data are consistently represented using this continuous space model.

More specifically, the inputs are forwarded to calculate the outputs of hidden neurons \( z_t = \{z_{tj}\}_{j=1}^{K} \) by

\[
z_{tj} = \sigma(a_{tj}) = \sigma \left( \sum_{l=1}^{L} \theta_{lj}h_{tl} \right) \tag{6}
\]

where the parameters in the feature-hidden layers \( \{\theta_{lj}\} \) are used and the activation function \( \sigma(\cdot) \) of the activation \( a_{tj} \) is given by a sigmoid function \( \sigma(a) = 1/(1 + \exp(-a)) \). The neurons in the output layer \( \{y_{tk}\} \) are produced by combining the outputs of the hidden neurons \( \{z_{tj}\} \) with the corresponding weights \( \{\theta_{jk}\} \) via a softmax function \( s(\cdot) \), which ensures that the values of the output layer are between zero and one, and the sum of these values is always one

\[
y_{tk} = s(a_{tk}) = s \left( \sum_{j=1}^{K} \theta_{jk}z_{tj} \right) \tag{7}
\]

where

\[
s(a_{tk}) = \frac{\exp(a_{tk})}{\sum_{m=1}^{V} \exp(a_{tm})}. \tag{8}
\]

The MLP parameters \( \theta \) for the feature-hidden layers \( \{\theta_{lj}\} \) and the hidden-output layers \( \{\theta_{jk}\} \) in such a supervised classification network are trained by maximizing the log likelihood function or equivalently minimizing the cross-entropy error function

\[
E(\theta) = -\log p(D|\theta)
= -\sum_{t=1}^{T} \sum_{k=1}^{V} r_{tk} \log y_{tk} \triangleq \sum_{t=1}^{T} E_t(\theta) \tag{9}
\]

where \( r_{tk} \) denotes the target value of a predicted word \( w_t \), which is also encoded by \( 1 \)-of-\( V \) coding scheme for \( V \) words in a dictionary as given in (4). The stochastic gradient descent (SGD) algorithm is implemented to estimate new FNN-LM parameters \( \theta^{(\text{new})} \) by

\[
\theta^{(\text{new})} = \theta^{(\text{old})} - \eta \nabla E_t(\theta^{(\text{old})}) \tag{10}
\]

where \( \eta \) is the learning rate. The derivatives \( \nabla E_t(\theta^{(\text{old})}) \) with respect to current parameters \( \theta^{(\text{old})} = \{\theta_{lj}^{(\text{old})}, \theta_{jk}^{(\text{old})}\} \) at time \( t \) are calculated by using the error BP algorithm.

\section*{B. Recurrent Neural Network Model}

More recently, the FNN-LM is upgraded to the RNN-LM [11], which has been successfully developed for different ASR tasks. Fig. 2 displays the system configuration of the RNN-LM. The differences between the FNN-LM and the RNN-LM are twofold. First, the FNN-LM conducts a linear transformation to project the \( n-1 \) history words \( w_{t-n+1}^{t-1} \) onto a continuous space, while the RNN-LM does not perform any linear projection. For each time step \( t \), the RNN-LM only considers an input of the previous word \( w_{t-1} \). Second, the RNN-LM adopts a \( K \)-dimensional recurrent state vector \( z_{t-1} \) from the hidden layer of previous time step \( t-1 \), which is combined with the history word \( x_{t-1} \) as inputs for the MLP modeling. The recurrent context vector \( z_{t-1} \) comes from the previous outputs of the hidden neurons given the input word \( w_{t-2} \). In this manner, the context vector or the state vector \( z_t \) is accumulated in all learning time steps \( t \). Different from the FNN-LM, the RNN-LM effectively adopts this recurrent state vector to capture the contextual information of a word sequence starting from the first word \( w_1 \) to the current word \( w_{t-1} \). The output neurons of the RNN-LM are equivalent to calculate the long-distance LM

\[
y_{tk} = p(w_t = k|w_{1}^{t-1}) \tag{11}
\]

for the prediction of individual words \( \{w_t = k\}_{k=1}^{V} \). The RNN-LM tackles the issues of \( n \)-grams due to sparse training data as well as insufficient long-distance information, while the FNN-LM only handles the issue of sparse training data. Notably, such a RNN-LM [11] is not the case of using the simple RNN in [18], which tends to forget information at a similar rate as the FNN, i.e., there is hardly any influence of distant words on the resulting probability estimation.

Using the RNN-LM, the history word \( w_{t-1} \) is encoded as \( |V| \)-dimensional vector \( x_{t-1} \) based on (4). The groups of
synaptic parameters $\theta = \{\theta_{ij}, \theta_{lj}, \theta_{jk}\}$ are used to characterize the connections for the input-hidden layers, recurrent-hidden layers, and hidden-output layers, respectively. Different from the FNN-LM, the outputs of the hidden neurons $z_t = \{z_{ij}\}_{t=1}^K$ for each input word $w_{t-1}$ are calculated by

$$z_{ij} = \sigma(a_{ij}) = \sigma \left( \sum_{i=1}^{\lvert V \rvert} \theta_{ij} x_{t-i+1} + \sum_{l=1}^{K} \theta_{lj} z_{t-l+1} \right)$$  \hspace{1cm} (12)$$

which combines the information from word $x_{t-1}$ and the recurrent context $z_{t-1}$ from the previous words $w_{t-2}^{t-1}$ by using the synaptic weights $\theta_{ij}$ and $\theta_{lj}$, respectively. The outputs of the RNN are calculated in the same way as those of the FNN in (7) and (8). Again, the error BP algorithm is applied to estimate the RNN-LM parameters $\theta$ from a set of training words $D = \{w_t\}_{t=1}^T$ by minimizing the cross-entropy error function in (9). For ease of expression, we ignore the bias parameters in formulation of different NN-LMs. The total number of weight parameters in the RNN-LM is determined by $N = 2 \cdot \lvert V \rvert \cdot K + K^2$, where the first term is due to the parameters $\{\theta_{ij}\}$ and the second term is caused by the parameters $\{\theta_{lj}\}$.

### III. BAYESIAN LANGUAGE MODEL

This section addresses the motivation of Bayesian learning, surveys the regularized LMs, and formulates the proposed BRNN-LM.

#### A. Model Regularization

The overfitting problem or the ill-posed condition happens in many pattern recognition applications where the mismatch between training and test data and the risk of wrongly assumed model always exist [16], [17]. The collected data are usually noisy, mislabeled, ambiguous, misaligned, and nonstationary. The assumed model is prone to be overtrained in the presence of heterogeneous environments. Model generalization is not guaranteed for prediction or classification of future data. Such an adverse condition is obvious in the construction of LM from real-world data collection, where the domains between training and test corpora are different, the speech sentences may be wrongly transcribed, the spoken language may be too spontaneous, and the text data may be syntactically or semantically ill-formed with grammatical errors. LMs should be constructed by compensating for the variations in the ill-posed condition and the uncertainties due to the improper model structure or inevitable heterogeneous observations, so that the robustness for speech recognition could be assured [19].

#### B. Survey of the Regularized Language Models

There have been several approaches developed to handle model regularization for LM and apply it for the ASR system. A simple way to tackle the regularization issue was developed by adapting the $n$-gram parameters to a new test domain through the MAP adaptation [20]. The mismatch between training and test data was alleviated. In addition, the LM based on model $M$ achieved a high-performance ASR in many tasks [21]. This model shrank the maximum entropy LM [22] to a middle-sized exponential model, which resulted in an improved prediction of test data. An empirical relationship between cross entropies of training and test data was investigated as a heuristic to perform model adaptation to improve ASR for test data. A middle-sized class-based LM was established. In [3], a continuous space LM called the cache Dirichlet class LM (cDC-LM) was proposed by integrating the real-valued topic or class information from the history words $w_{t-n+1}^{t-1}$ into prediction of a new word $w_t$. The topic-based LM parameters were estimated by maximizing the marginal likelihood over different topics and topic proportions, so that the uncertainties or topic variations were compensated for future prediction [23]. This model corresponds to a Bayesian regularized LM.

On the other hand, a nonparametric Bayesian approach was introduced to build the smoothed LM, which was used to interpret the modified Kneser–Ney LM in (3) from the Bayesian perspective [24]. The interpolation of a higher order LM with a lower order LM was seen as a hierarchical integration of a Pitman–Yor process [25] of a higher order model with a base measure drawn from a lower order Pitman–Yor process. These processes were controlled by the discount parameters that were used to resemble the power-law property in natural language. Such a nonparametric Bayesian LM was further extended to build a topic-based LM, where the size of topics was automatically grown up from the gradually increasing amount of training data by additionally incorporating a Dirichlet process [26]. Nevertheless, this paper focuses on model regularization for the construction of RNN-LM based on the Bayesian theory and investigates its effect on model perplexity and speech recognition. The merit of this paper is to introduce an optimal regularization term or prior distribution into training of RNN-LM, which improves the model generalization. The proposed BRNN-LM is different from [27], which was designed for the time-series modeling and different from [28] and [15], which was developed for the combination of the MLP and the hidden Markov model (HMM) for acoustic modeling.

#### C. Maximum a posteriori Estimation

There are two stages in Bayesian inference. The first stage is to estimate model parameters by incorporating the prior distribution of model parameters through the MAP estimation. The MAP estimate depends on a regularization parameter or a control hyperparameter $\alpha$. In the second stage, we estimate the optimal hyperparameter by maximizing the marginal likelihood over the model parameters $\theta$. No cross validation data are required. Only the training data $D$ is applied to find the model parameters $\theta$ as well as the hyperparameter $\alpha$. In particular, we introduce an isotropic Gaussian prior $p(\theta|\alpha) = N(\theta|0, \alpha^{-1}I)$, where $\alpha$ is the precision parameter and $I$ is the $N$-dimensional identity matrix, to characterize the distribution of model parameters. This prior density is combined with the likelihood function in (9). The combination is performed at each time step $t$. The MAP parameter $\theta_{\text{MAP}}$ is obtained by maximizing the logarithm of posterior distribution or minimizing the regularized cross-entropy
error function

\[ \bar{E}(\theta) = -\log p(\theta|D, \alpha) \]

\[ \alpha - \sum_{t=1}^{T} \left( \sum_{k=1}^{|V|} r_{tk} \log y_{tk} + \frac{\alpha}{2} \theta^{T} \theta \right) \triangleq \sum_{t=1}^{T} \bar{E}_t(\theta) \]  

(13)

where each output \( y_{tk} \triangleq y_t(x_{t-1}, \theta) \) is a function of the history word \( x_{t-1} \) and the model parameters \( \theta \). In (13), the first term \( \bar{E}(\theta) \) is known as the cross entropy between the target values \( \{r_{tk}\} \) and the neural network outputs \( \{y_{tk}\} \). The second term is obtained from the negative logarithm of a Gaussian prior, which is seen as a penalty function or a weight decay that penalizes the too complicated model. The hyperparameter \( \alpha \) is treated as a regularization parameter in this regularized cross-entropy error function. A regularized and supervised classification network is built for language modeling.

D. Regularized Error Backpropagation

The SGD algorithm [18] is introduced to develop the regularized error BP algorithm for sequential learning of the BRNN-LM parameters. Each word \( w_{t-1} \) in text corpus \( D = \{w_t\} \) is used to predict the next word \( w_t \) and to update the model parameters according to (10) except that error function \( E(\theta) \) is replaced by the regularized error function \( \bar{E}(\theta) \). During the implementation, we first calculate the local gradient of an output neuron \( k \) with activation \( a_{tk} \) at time \( t \) by

\[ \frac{\partial \bar{E}_t(\theta)}{\partial a_{tk}} = \sum_{m=1}^{V} \frac{\partial \bar{E}_t(\theta)}{\partial y_{tm}} \frac{\partial y_{tm}}{\partial a_{tk}} = y_{tk} - r_{tk} \triangleq \delta_{tk}. \]  

(14)

The derivative of the regularized cross-entropy error function \( \bar{E}_t(\theta) \) with respect to the hidden-output parameter \( \theta_{jk} \) is derived as

\[ \frac{\partial \bar{E}_t(\theta)}{\partial \theta_{jk}} = \frac{\partial \bar{E}_t(\theta)}{\partial a_{tk}} \frac{\partial a_{tk}}{\partial \theta_{jk}} + \frac{\alpha}{2} \frac{\partial ||\theta||^2}{\partial \theta_{jk}} = \delta_{tk} z_{tj} + a \theta_{jk}. \]  

(15)

Next, the local gradient of a hidden neuron \( j \) with activation \( a_{tj} \) at time \( t \) is calculated by

\[ \frac{\partial \bar{E}_t(\theta)}{\partial a_{tj}} = \sum_{k=1}^{V} \frac{\partial \bar{E}_t(\theta)}{\partial a_{tk}} \frac{\partial a_{tk}}{\partial a_{tj}} = \sum_{k=1}^{V} \delta_{tk} \theta_{jk} z_{tj} (1 - z_{tj}) \triangleq \delta_{tj}. \]  

(16)

where the summation is computed for all connections between output neuron \( k \) and hidden neuron \( j \). In (16), the derivative of a sigmoid function \( (\partial z_{tj}/\partial a_{tj}) = z_{tj}(1 - z_{tj}) \) is used. Similarly, the derivatives of the regularized cross-entropy error function with respect to the input-hidden parameter \( \theta_{ij} \) and the recurrent-hidden parameter \( \theta_{ij} \) are obtained by

\[ \frac{\partial \bar{E}_t(\theta)}{\partial \theta_{ij}} = \frac{\partial \bar{E}_t(\theta)}{\partial a_{tj}} \frac{\partial a_{tj}}{\partial \theta_{ij}} + \frac{\alpha}{2} \frac{\partial ||\theta||^2}{\partial \theta_{ij}} = \delta_{tj} x_{t-1,j} + a \theta_{ij} \]  

(17)

\[ \frac{\partial \bar{E}_t(\theta)}{\partial \theta_{ij}} = \frac{\partial \bar{E}_t(\theta)}{\partial a_{tj}} \frac{\partial a_{tj}}{\partial \theta_{ij}} + \frac{\alpha}{2} \frac{\partial ||\theta||^2}{\partial \theta_{ij}} = \delta_{tj} z_{t-1,j} + a \theta_{ij}. \]  

(18)

The MAP estimates \( \theta_{\text{MAP}} \) for the groups of the hidden-output \( \theta_{jk} \), input-hidden \( \theta_{ij} \), and recurrent-hidden parameters \( \theta_{ij} \) are obtained according to the regularized error BP procedure based on the derivatives in (15), (17), and (18), respectively. The derivatives of regularization term \( (\alpha/2)||\theta||^2 \) with respect to three sets of parameters are included.

E. Backpropagation Through Time

BP through time (BPTT) [29] is known as an extended error BP algorithm for the RNN. In Section III-D, the regularized error BP is designed by considering only one previous hidden state \( z_{t-1} \) for concatenating with the input word \( x_{t-1} \). With the truncated BPTT, the BRNN-LM could be improved by propagating the regularized error function through recurrent connections back in time for a specific number of time steps (here referred to as \( \tau \)). Such network learns to remember the contextual information of the history words for several time steps in the hidden layer. Fig. 3 shows the unfolded RNN-LM, where the truncated BPTT with \( \tau = 3 \) is applied. This model is seen as a deep feedforward network. The red arrows show how the derivatives propagated in the backward procedure. The BPTT with a large \( \tau \) may lead to the issue of vanishing gradient [18].

According to the truncated BPTT with \( \tau \) steps back in time, the regularized error function at current time \( t \) is accumulated from time index \( t - \tau + 1 \) to current time \( t \) in a form of

\[ \bar{E}^b_t(\theta) = \sum_{m=t-\tau+1}^{t} \bar{E}_m(\theta). \]

(19)

SGD algorithm is then applied to estimate BRNN-LM parameters via

\[ \theta^{\text{new}} = \theta^{\text{old}} - \eta \nabla \bar{E}^b_t(\theta^{\text{old}}). \]  

(20)

The updating rule of the hidden-output parameter \( \theta_{jk} \) is not changed by the BPTT scheme, because the error
function \( \tilde{E}^h_t(\theta) \) at each time step \( t \) due to the connections between hidden and output units is not affected by unfolding the RNN-LM. The derivative in (15) is applied to learn the hidden-output parameter \( \theta_{jk} \). However, the updating rules of the input-hidden parameter \( \theta_{ij} \) and the recurrent-hidden parameter \( \theta_{ij} \) are considerably affected by the BPTT with \( \tau \) steps back in time. The learning algorithm for these two parameters is developed by using the derivatives

\[
\frac{\partial \tilde{E}_t^h(\theta)}{\partial \theta_{ij}} = \sum_{m=-\tau+1}^{\tau} \frac{\partial \tilde{E}_m(\theta)}{\partial \theta_{ij}} = \sum_{m=-\tau+1}^{\tau} (\delta_{im} x_{(m-1)i} + a \theta_{ij})
\]

and

\[
\frac{\partial \tilde{E}_t^h(\theta)}{\partial \theta_{ij}} = \sum_{m=-\tau+1}^{\tau} \frac{\partial \tilde{E}_m(\theta)}{\partial \theta_{ij}} = \sum_{m=-\tau+1}^{\tau} (\delta_{im} z_{(m-1)i} + a \theta_{ij}).
\]

To implement the BRNN-LM based on the BPTT algorithm, we need to choose a proper regularization parameter \( a \). How to determine the optimal regularization parameter is seen as a model selection problem that could be tackled through Bayesian learning.

**F. Estimation of Regularization Parameter**

Instead of applying the cross validation\(^1\) to find regularization parameter \( \alpha \) from additional validation data, it is more attractive to directly estimate the optimal \( \alpha \) from the same training data \( D \) based on the type 2 maximum likelihood (ML2) estimation [15] or the evidence framework [30]

\[
a_{ML2} = \arg \max_{\alpha} p(D|\alpha)
\]

where the objective for optimization is formed by the marginal likelihood over the RNN-LM parameters \( \theta \). The integral over \( \theta \) is derived by Laplace approximation due to the nonlinearity in likelihood function \( p(D|\theta) \)

\[
p(D|\alpha) = \int p(D|\theta)p(\theta|\alpha)d\theta \simeq f(\theta_{MAP}) \times \int \exp\left(-\frac{1}{2}(\theta - \theta_{MAP})^T A(\theta - \theta_{MAP})\right)d\theta
\]

where \( f(\theta) = p(D|\theta)p(\theta|\alpha) \) and \( A \triangleq -\nabla \nabla \log f(\theta)|_{\theta = \theta_{MAP}} = H + aI \). The marginal likelihood is now approximated by

\[
\log p(D|\alpha) \simeq \log p(D|\theta_{MAP}) + \log p(\theta_{MAP}|\alpha) - \frac{1}{2} \log |A| - \frac{1}{2} \sum_{i=1}^{N}(\lambda_i + a)
\]

where \( N \) is the number of parameters, and \( \theta = \{\theta_i\}_{i=1}^{N} \) denotes the collection of three groups of parameters and

\[
|A| = \prod_{i=1}^{N}(\lambda_i + a)
\]

is calculated through finding the eigenvalues \( \lambda_i \) of the Hessian matrix

\[
H = -\nabla \nabla \log p(D|\theta)_{\theta = \theta_{MAP}}
\]

We then take the derivative of marginal likelihood with respect to \( a \)

\[
\frac{d}{da} \log p(D|\alpha) = -\frac{\theta_{MAP}^T \theta_{MAP}}{2} + \frac{N}{2a} - \frac{1}{2} \sum_{i=1}^{N} \lambda_i + a
\]

and set it to zero to find the optimal hyperparameter [15], [16]

\[
a_{ML2} = \frac{\gamma}{\theta_{MAP}^T \theta_{MAP}}
\]

where \( \gamma = \sum_{i=1}^{N}(\lambda_i/(\lambda_i + a)) \) denotes the effective number of parameters. If \( a \) is relatively smaller than \( \lambda_i \), the value of \( \gamma \) is closer to \( N \) where more parameters in \( \theta \) are effective. Contrarily, if the prior \( p(\theta|\alpha) \) is sparser with larger \( a \), it is meaningful that the effective number of parameters in \( \theta \) become smaller.

Basically, (29) is an implicit solution to \( a \), since its right-hand side (RHS) is also a function of \( a \). In the implementation, we continue the recursive estimation of three variables

\[
\theta_{MAP}^{(1)} \rightarrow H^{(1)} \rightarrow a_{ML2}^{(1)} \rightarrow \theta_{MAP}^{(2)} \rightarrow H^{(2)} \rightarrow a_{ML2}^{(2)} \cdots
\]

until convergence. In (30), the superscripts imply the iteration index. Such an implicit solution converges rapidly. The BRNN-LM is accordingly constructed by an iterative three-step procedure.

1) Train the network and compute the MAP estimates of weights \( \theta_{MAP} \).
2) Calculate the Hessian matrix \( H \).
3) Reestimate the regularization parameter \( a_{ML2} \).

In general, the estimated hyperparameter or the regularization parameter \( a_{ML2} \) could compensate for the variations of parameters \( \theta \) or avoid the overfitting problem in the RNN-LM. The prediction for test data could be improved.

**IV. RAPID BAYESIAN LEARNING**

The BRNN-LM relies on the computation of the Hessian matrix \( H = \{H_{ij}\}_{i,j=1}^{N} \) that is formed by the second-order derivatives of the negative logarithm of marginal likelihood with respect to the high-dimensional parameters \( \theta = \{\theta_i\}_{i=1}^{N} \).

**A. Hessian Matrix**

Each entry of the Hessian matrix \( H_{ik} \) is computed from the first-order derivative

\[
\frac{\partial (-\log p(D|\theta))}{\partial \theta_k} = \sum_{r=1}^{T} \sum_{k=1}^{V} \frac{\partial E_r(\theta)}{\partial \theta_k} \frac{\partial a_{ik}}{\partial \theta_k}
\]
to the second-order derivative

\[ H_{ij} = \sum_{t=1}^{T} \sum_{k=1}^{V} \frac{\partial E_{t}(\theta)}{\partial \theta_j} \frac{\partial a_{tk}}{\partial \theta_i} \]

\[ = \sum_{t=1}^{T} \sum_{k=1}^{V} \sum_{m=1}^{V} \frac{\partial e_{E_{t}(\theta)}}{\partial a_{tm}} \frac{\partial a_{tm}}{\partial a_{tk}} \frac{\partial a_{tk}}{\partial \theta_j} \frac{\partial \theta_i}{\partial \theta_j} \]

\[ + \frac{\partial e_{E_{t}(\theta)}}{\partial a_{tk}} \frac{\partial a_{tk}}{\partial \theta_i} \frac{\partial a_{tk}}{\partial \theta_j} \]

where \( y_{tk} \) and \( y_{tm} \) denote the LMs of the next word \( w_{t} = k \) and \( w_{t} = m \) given all history words \( w_{t-1} \), and \( l_{km} = 1 \) for \( k = m \) and \( l_{km} = 0 \) for \( k \neq m \). In (32), we apply (14) and use the derivatives of a softmax function with respect to different output activations

\[ \frac{\partial y_{tk}}{\partial a_{tm}} = \begin{cases} y_{tk} - 1, & \text{if } m = k \\ 1 - y_{tk}, & \text{if } m \neq k \end{cases} \]

Assuming the RNN-LM is well trained with the output value \( y_{tk} \) very close to the target value \( r_{tk} \), i.e., \( y_{tk} \approx r_{tk} \), the second term in the RHS of (32) can be ignored. Each entry of the Hessian matrix is then approximated by

\[ H_{ij} \simeq \sum_{t=1}^{T} \sum_{k=1}^{V} \sum_{m=1}^{V} y_{tk}(l_{km} - y_{tm}) \frac{\partial a_{tm}}{\partial a_{tk}} \frac{\partial a_{tk}}{\partial \theta_j} \frac{\partial \theta_i}{\partial \theta_j} \]  

This approximation, we need to calculate the derivative of output activation with respect to individual parameters \( \theta \) in the input-hidden, recurrent-hidden, and hidden-output layers

\[ \nabla a_{tk} = [\frac{\partial a_{tk}}{\partial \theta_1}, \ldots, \frac{\partial a_{tk}}{\partial \theta_N}]^T \]

As a result, the training procedure of the BRNN-LM is implemented by estimating \( \theta_{MAP} \) and \( \alpha_{ML2} \) according to Algorithm 1. We can see that the computation overhead for finding a regularization parameter \( \alpha_{ML2} \) is considerable, because the complexity of the computing Hessian matrix \( H \) using (34) is determined by \( O(TV^2N^2) \) which is highly affected by large numbers of the training words \( T \), the dictionary words \( V \), and the estimated parameters \( N \).

### B. Rapid Approximation

In order to tackle the curse of dimensionality in the BRNN-LM, we propose an approach to speed up the computation of the Hessian matrix for rapid Bayesian learning of the RNN. First of all, we arrange the computation of the Hessian matrix by

\[ H \simeq \sum_{t=1}^{T} \sum_{k=1}^{V} \sum_{m=1}^{V} y_{tk}(l_{km} - y_{tm}) \| \nabla a_{tm} \| \| \nabla a_{tk} \| \]

\[ \times \frac{\nabla a_{tm}}{\| \nabla a_{tm} \|} \frac{(\nabla a_{tk})^T}{\| \nabla a_{tk} \|} \]

There are \( TV^2 \) calculations of \( N \times N \) the outer-product matrices of the normalized gradient vectors \( \nabla a_{tm} \) and \( \nabla a_{tk} \). Each outer-product is a rank-1 matrix. The notation \( q_{tk} \) is defined as a weight in the linear combination of these outer-products. For a practical consideration, we alleviate the computation by taking the summation of the outer-products with only \( k = m \) in the BRNN-LM. The outer-products with \( k \neq m \) are disregarded. The Hessian matrix is accordingly approximated as

\[ H \simeq \sum_{t=1}^{T} \sum_{k=1}^{V} y_{tk}(1 - y_{tk}) \| \nabla a_{tk} \|^2 \frac{\nabla a_{tk}}{\| \nabla a_{tk} \|} \| \nabla a_{tk} \| \]

In addition to the computational concern, the approximated Hessian matrix in (37) is assured to be positive semidefinite, because \( q_{tk} \geq 0 \) and the self outer-product \( \nabla a_{tk}(\nabla a_{tk})^T \) is always positive semidefinite. This property implies that the estimated \( \theta_{MAP} \) can converge to a global optimum.

Furthermore, we examine the values of combination weights \( \{q_{tk}\} \) from different vocabulary words \( w_{t} \in V \) and find that a large portion of weights has very small values. The corresponding outer-product \( \nabla a_{tk}(\nabla a_{tk})^T \) is redundant in the calculation of the Hessian matrix. Therefore, we are motivated to compute only for the outer-products with the significant values of \( q_{tk} \). The sorting of \( T |V| \) elements of \( \{q_{tk}\} \) in descending order is conducted to identify those salient terms in (37) within the top percentage \( P \% \) of the values of \( \{q_{tk}\} \). The approximation to the Hessian matrix is implemented in Algorithm 2.

### C. Analysis of Computation Complexity

The computation complexity of (36) is given by \( O(T|V|^2N^2) \). Using (37), the computation complexity is greatly reduced to \( O(T|V|N) + O(LN^2) \), where the first term is due to the calculation of \( q_{tk} \) and the second term is caused by the calculation of the \( L \) outer-products of the

---

**Algorithm 1: Regularized Error BP**

**Input:** Training words \( D = \{w_{t}\}_{t=1}^{T} \) and their encoded vectors \( \{x_{t}\}_{t=1}^{T} \)

**Output:** BRNN-LM parameters \( \theta_{MAP} = \{\theta_{ij}, \theta_{ij}, \theta_{jk}\} \)

**for** \( t = 1, \ldots, T \)** do

- Feedforward the network through (12) and (7)
- Evaluate \( \hat{\delta}_{tk} \) for output neurons using (14)
- Backpropagate \( \hat{\delta}_{ij} \) for hidden neurons using (16)
- Update \( \theta_{MAP} \) using \( \alpha \) and derivatives (15)(21)(22)

**end**

**for** \( i = 1, \ldots, N \)** do

**for** \( j = 1, \ldots, N \)** do

- Calculate the Hessian entry \( H_{ij} \) using (34)

**end**

Calculate the eigenvalues of Hessian matrix \( H \)

Update the hyperparameter \( \alpha_{ML2} \) using (29)

Repeat the whole process until \( \theta_{MAP} \) is converged
Algorithm 2 Rapid Calculation of Hessian Matrix

Input: RNN outputs and derivatives \( \{y_{tk}, \nabla a_{tk}\}_{t=1,k=1}^{T,|V|} \)
Output: Hessian matrix \( \mathbf{H} \)

for \( t = 1, \ldots, T \) do
  for \( k = 1, \ldots, |V| \) do
    \( q_{tk} = y_{tk}(1 - y_{tk})\|\nabla a_{tk}\|^2 \)
  end
end

Sort \( \{q_{tk}\} \) in descending order
Select top \( P\% \) of the sorted \( \{q_{tk}\} \), say \( L \) elements
Calculate \( \mathbf{H} \approx \sum_{l=1}^{L} y_l(1 - y_l)\nabla a_l(\nabla a_l)^T \)

V. EXPERIMENTS

A series of experiments is conducted to investigate the effects of the estimated parameters and the hyperparameter based on the BRNN-LM. The experimental conditions on the convergence property, the selection percentage \( P \), the number of hidden units \( K \), the number of time steps \( \tau \) in the BPTT, the size of training data \( T \), and the model interpolation are evaluated. We compare different LMs in terms of training time, perplexity, and word error rate (WER) (%). Perplexity of an LM using the test data \( D = \{w_{t}\}_{t=1}^{T} \) is calculated by

\[
10^H(D) = 10^{-\frac{1}{T} \sum_{t=1}^{T} \log_{10} p(w_t | w_{1:t-1})} \tag{38}
\]

where \( H(D) \) denotes the cross entropy of LM. Perplexity is interpreted as the average number of branches in the text. The LM with a lower perplexity implies less confusion and more likely achieves better speech recognition performance.

A. Experimental Setup

The proposed BRNN-LM was evaluated by using three corpora as described in what follows [31] and [32].

1) Penn Treebank Corpus: This corpus comes from a portion of Wall Street Journal (WSJ) corpus. We adopted the sections 0–20 as the training set with 930-k words, the sections 21 and 22 as the validation set with 74k words, and the sections 23 and 24 as test set with 82k words. The vocabulary size \( |V| \) of this corpus is 10k.

2) Benchmark Corpus: This corpus was sampled from the 1B-Word-Benchmark corpus\(^2\) [13] that consisted of 0.8 billion words with 100 disjoint partitions (about 8M words per partition). The vocabulary size is about 191k words. One such partition (held-out set) was split again into 50 disjoints to be used as the validation data and test data. We followed the same validation data and the test data as described in [13]. We randomly sampled 20 partitions from the other 99 disjoint partitions of all data as the training data. Each partition was used to estimate an individual LM. Perplexity was measured by averaging over those from 20 models. The full 1B-Word-Benchmark corpus is much larger than the subset used in this paper.

3) Wall Street Journal Corpus: This corpus contains broadcast news data and is used to evaluate the performance of the CSR. The WSJ0 (SI-84) training set was adopted to estimate the acoustic models. Triphone models were built for 39 phones and one background silence. The training data consisted of 7138 utterances from 83 speakers. The 1987–1989 WSJ corpus with 38M words was adopted to train LMs. A total of 330 and 333 utterances were sampled from the November 1992 ARPA CSR benchmark test data with the vocabulary sizes of 5k and 20k, respectively. These utterances were used to examine the model perplexity and WER using different LMs. The development sets with 1951 and 4002 utterances were adopted for the vocabulary sizes of 5k and 20k, respectively [3].

SRI toolkit [33] was adopted to evaluate the perplexity of LMs. The FNN-LM [7], [9] and the cDC-LM [3] were carried out for comparison. The RNN-LM was implemented by using [34]. In implementation of the FNN-LM, the RNN-LM, and the BRNN-LM using the SGD algorithm, the initial learning rate \( \eta \) was set to be 0.1. If log likelihood of validation set was not improved, we kept training NN-LM in the next learning epoch. In the case of no improvement again, \( \eta \) was halved to let network learning more stable and accurate. The initial prior hyperparameter \( \alpha \) was set to be 0.01. The error BP and the error BPTT were implemented for comparison. For comparative study, the proposed rapid BRNN-LM (denoted by R-BRNN-LM hereafter) was implemented under different selection percentages \( P\% \) in calculation of the Hessian matrix. The R-BRNN with \( P = 100\% \) turns out to be the standard BRNN.

We carried out the results of the individual models based on 5 g with KN smoothing (denoted by KN5), RNN-LM, BRNN-LM, and R-BRNN-LM, and also the hybrid models by interpolating RNN-LM, BRNN-LM, and R-BRNN-LM with KN5 through [12]

\[
p(w_t | w_{1:t-1}) = \beta p_{\text{mn}}(w_t | w_{1:t-1}) + (1 - \beta)p_{\text{kn}}(w_t | w_{1:t-1}) \tag{39}
\]

where \( 0 \leq \beta \leq 1 \) is the interpolation coefficient. In this paper, the linear interpolation scheme was also applied to estimate the integrated LM, which combined LMs under different experimental conditions in a form of

\[
p(w_t | w_{1:t-1}) = \sum_{m=1}^{M} \beta_m p_{\text{mn}}(w_t | w_{1:t-1}, m) \tag{40}
\]

where \( 0 \leq \beta_m \leq 1 \) and \( \sum_{m=1}^{M} \beta_m = 1 \). Model regularization could be improved accordingly.

The training time in minutes was measured by using the personal computer equipped with a CPU of Intel Core i7-4930K at 3.4 GHz six cores and a memory of 64-GB RAM. This time
B. Evaluation for the Estimated Model Parameters

Fig. 4 shows the histograms of the weight parameters $\theta$ that are estimated from the three groups of parameters $\{\theta_{ij}, \theta_{lj}, \theta_{jk}\}$ in the RNN-LM and R-BRNN-LM under $K = 50$ and $P = 0.005\%$ by using the training set of PT corpus. We can see that there are many parameters with values close to zero. The standard deviation of the distribution of $\theta$ using the R-BRNN-LM is measured as 0.44, which is much smaller than that using the RNN-LM that is 0.64. The R-BRNN estimates the sparser weights for language modeling than the RNN. The property of the sparse parameters in the R-BRNN-LM is helpful to handle the overfitted parameters and accordingly improve the model regularization or system robustness for the RNN-LM [35]. Such a property is similarly obtained for individual groups of model parameters from our investigation.

C. Evaluation for the Estimated Regularization Parameter

Fig. 5 shows the learning curves of the estimated regularization parameter $\alpha$ in the R-BRNN-LM by using $K = 50$ and different percentages $P$ in rapid approximation of the Hessian matrix. PT corpus is used. Typically, the R-BRNN-LM converges well under different percentages. In this comparison, the estimation of optimal $\alpha$ in the R-BRNN using a percentage $P = 0.005\%$ converges faster than that using the percentages $P = 0.1\%$ and $P = 100\%$ (also known as BRNN). Rapid approximation to the Hessian matrix is beneficial for the convergence of model training based on the BRNN-LM.

To investigate the effect of selection percentage $P$ in the outer-product approximation to the Hessian matrix, we further examine the distribution the sorted values of the normalized combination weights $\{q_{ik}\}$, as shown in Fig. 6. Among the samples of combination weights in an order of $10^6$, only thousand or even a few hundreds of samples have significant values of combination weights. Most of them are too small to contribute the calculation of the Hessian matrix. This is the reason why we select a small percentage of salient samples for rapid calculation of $H$.

In addition, we fix $P = 0.005\%$ and evaluate the learning curves of hyperparameter $\alpha$ in the R-BRNN-LM by changing the number of hidden units ($K$). Here, the cases of $K = 50$, $K = 150$, and $K = 300$ are evaluated. As shown in Fig. 7, the convergence of the estimated hyperparameter goes well.
The more the hidden units are used, the faster the learning curve of $\alpha$ converges. For example, the hyperparameter for the case of $K = 300$ converges to the optimum value $\alpha_{ML2} = 0.000106$ within very few learning epochs.

D. Comparison of Model Perplexity Using PT Corpus

Next, we compare the performance of different methods using the metric of perplexity. Fig. 8 shows the learning curve of perplexity measured from the test data of PT corpus. In this comparison, the number of hidden units $K = 300$ and the selection percentage $P = 0.005\%$ are fixed for the RNN-LM and the R-BRNN-LM. To access the effect of the estimated regularization parameter $\alpha_{ML2}$, we further compare the perplexity of R-BRNN-LM with that of the regularized RNN (RRNN)-LM, where the regularization parameter $\hat{\alpha}$ in the RNN-LM is obtained from cross validation using the validation set based on the perplexity. We find that the R-BRNN-LM achieves lower perplexity than the RNN-LM and the RRNN-LM in different learning epochs even though a large number of hidden units $K = 300$ is adopted. The RRNN-LM performs better than the RNN-LM, while the R-BRNN-LM performs better than the RRNN-LM. It is because the R-BRNN-LM optimally estimates $\alpha_{ML2}$ and $\theta_{MAP}$ in each iteration through (30), while the RRNN-LM estimates the regularized maximum likelihood (RML) parameters $\theta_{RML}$ by using the fixed regularization parameter $\hat{\alpha}$ for different iterations. In this case, $\hat{\alpha} = 0.000550$ is selected. The R-BRNN-LM using $\theta_{MAP}$ could reduce the perplexity of test data when compared with the RRNN-LM using $\theta_{RML}$. Still, the additional validation data are required for the RRNN-LM.

Furthermore, we compare the perplexity and the training time (in minutes) of using different methods by changing the number of hidden units $K$. Table I reports these two metrics by using individual models and hybrid models with KN5. The BRNN with $P = 100\%$ and the R-BRNN with $P = 0.005\%$ are compared under the cases of $K = 50$, $K = 150$, and $K = 300$. We can see that the perplexity is improved by increasing $K$, but the computation cost is increased as well. Individual methods using RNN, RRNN, BRNN, and R-BRNN work better than KN5 in the case of $K = 300$ but worse than KN5 in the cases of $K = 50$ and $K = 150$. For the case of $K = 300$, the training time is significantly reduced from 140.9 minutes of using BRNN to 82.9 minutes of using R-BRNN. The speedup measure $1.70 \times$ is achieved, and simultaneously the perplexity is reduced from 136.2 to 132.4. Rapid approximation results in reducing the redundancy in calculation of the Hessian matrix and achieving the global optimum in the estimated hyperparameter. A perplexity is reduced from 141.4 of using KN5 to 132.4 of using R-BRNN with $K = 300$. In this comparison, the RRNN is better than the RNN but worse than the R-BRNN in terms of perplexity. Computation overhead of using the RRNN is limited. Among these results, the lowest perplexity 110.7 is attained by applying the hybrid method R-BRNN + KN5 with $K = 300$. Linear interpolation of different LMs with KN5 performs much better than individual KN5, RNN, RRNN, BRNN, and R-BRNN. In what follows, two more evaluation tasks are performed.

1) Evaluation for Model Interpolation: To further improve system performance, we are motivated to train different LMs with random initialization of RNN parameters. We evaluate the perplexity of using different methods by conducting the model interpolation of LMs. Basically, the combination of multiple complimentary systems is beneficial to improve model regularization to boost the system performance. In the experiments, the combination of LMs is performed by using linear interpolation where the interpolation coefficients are selected from held-out data. Model interpolation is not only applied for RNN-LM but also for BRNN-LM and R-BRNN-LM. Individual models and hybrid models are implemented for comparison. In this comparison, $K = 300$ is considered, and the R-BRNN-LM with $P = 0.005\%$ is implemented. Fig. 9 shows the perplexity versus the number of randomly initialized LMs based on individual models using RNN, BRNN, and R-BRNN, and the hybrid models using RNN + KN5, BRNN + KN5, and R-BRNN + KN5. Perplexity is continuously decreased when the number of models in model interpolation is increased. In this comparison, we find the superiority of BRNN and R-BRNN to RNN and that of BRNN + KN5 and R-BRNN + KN5 to RNN + KN5.
in terms of perplexity. The R-BRNN obtains lower perplexity than BRNN, while the perplexities of BRNN + KN5 and R-BRNN + KN5 are comparable. Compared with the lowest perplexity 110.7 of R-BRNN + KN5 with $M = 1$, model interpolation (i.e., R-BRNN + KN5 with $M > 1$) could further reduce model perplexity to 101.0. Model regularization using the Bayesian learning and model interpolation is complimentary and could be jointly performed to boost system performance. Basically, the experiments shown in Figs. 8 and 9 and Table I are conducted by using the BP algorithm. Hereafter, we investigate the effect of time steps back in time in the BPTT algorithm for RNN and BRNN models.

2) Evaluation for Backpropagation Through Time: In this set of experiment, we compare the perplexity of KN5 with that of individual models RNN, BRNN, and R-BRNN, where model interpolation is performed by linearly combing LMs under four conditions of the hidden units $K = 50$, $K = 150$, $K = 300$, and $K = 350$. Interpolation coefficients in this model interpolation with $M = 4$ are selected from the validation data. In particular, we evaluate the effect of time steps when applying BPTT for SGD learning of error BP in RNN-LM, BRNN-LM, and R-BRNN-LM with $P = 0.005%$. Fig. 10 shows the perplexities of KN5, RNN, BRNN, and R-BRNN with different numbers of steps $\tau$ back in time in the BPTT algorithm for RNN and BRNN models. Notably, using the same RNN-LM, the perplexity 138.7 in Table I is obtained by using the BP algorithm, while the state-of-the-art perplexity 124.7 in [12] was obtained by applying the BPTT algorithm. Nevertheless, as shown in Fig. 10, the perplexity in our implementation 119.6, which is obtained by using RNN with BPTT ($\tau = 1$ and $M = 4$), is comparable and even lower than 124.7 in [12]. In the following experiments, we fix the BPTT algorithm [36] with five steps back in time for implementation of different individual and hybrid LMs using the other corpora.

E. Comparison of Model Perplexity Using Benchmark Corpus

In this set of experiment, we compare the perplexities of KN5, RNN, RNNR, BRNN, and R-BRNN under different selection percentages $P$ by using the Benchmark corpus [13], which is known as one of the most challenging tasks in the evaluation of LMs. Model interpolation and hybrid modeling are not considered in this evaluation. Table II reports the computation time, the speedup, and the perplexity of using different LMs under different values of $P$, where the number of hidden units $K = 150$ is fixed. The speedup is defined as the ratio of training times of baseline BRNN and rapid

### Table I

<table>
<thead>
<tr>
<th>Model</th>
<th>Time</th>
<th>Perplexity</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>individual</td>
</tr>
<tr>
<td>KN5</td>
<td>0.18</td>
<td>141.4</td>
</tr>
<tr>
<td>RNN ($K = 50$)</td>
<td>4.75</td>
<td>137.4</td>
</tr>
<tr>
<td>BRNN ($K = 50$)</td>
<td>10.62</td>
<td>154.3</td>
</tr>
<tr>
<td>R-BRNN ($K = 50$)</td>
<td>6.90 (1.54x)</td>
<td>150.8</td>
</tr>
<tr>
<td>RNN ($K = 150$)</td>
<td>23.4</td>
<td>143.8</td>
</tr>
<tr>
<td>BRNN ($K = 150$)</td>
<td>41.9</td>
<td>140.2</td>
</tr>
<tr>
<td>R-BRNN ($K = 150$)</td>
<td>27.7 (1.51x)</td>
<td>136.8</td>
</tr>
<tr>
<td>RNN ($K = 300$)</td>
<td>58.5</td>
<td>138.7</td>
</tr>
<tr>
<td>BRNN ($K = 300$)</td>
<td>140.9</td>
<td>136.2</td>
</tr>
<tr>
<td>R-BRNN ($K = 300$)</td>
<td>82.9 (1.70x)</td>
<td>132.4</td>
</tr>
</tbody>
</table>

Fig. 10. Comparison of perplexity using KN5-LM, RNN-LM, BRNN-LM, and R-BRNN-LM, where the BPTT algorithm given different steps $\tau$ back in time is compared.
BRNN under different values of $P$. In this comparison, RNN, RRNN, BRNN, and R-BRNN significantly improve the perplexity compared with KN5, while the training time of RNN methods is increased greatly compared with KN5. Also, BRNN with a rapid approximation to the Hessian matrix under different values of $P$ is consistently better than RNN. The lowest perplexity 175.4 is achieved by using R-BRNN with $P = 0.01\%$. This result is lower than 180.6 by using BRNN. The compactness of the Hessian matrix with low $P$ is helpful for Bayesian learning for RNN-LM. For the case of $P = 0.01\%$, the speedup $1.50 \times$ is achieved by the R-BRNN compared with the BRNN. However, using too small percentage $P$ in the R-BRNN may cause too limited information to reconstruct the compact Hessian matrix. BRNN and R-BRNN outperform RNN in terms of perplexity by using this Benchmark corpus. Such improvement is obtained for a wide range of $P$.

To examine the effect of the size of training data in RNN-LM and BRNN-LM, we further divide one partition of training set in Benchmark corpus with 8M words into two subsets that contain 263k words and 1.3M words. Table III compares the computation times and perplexities of individual LMs using KN5, RNN, RRNN, BRNN, and R-BRNN, and the hybrid LMs using RNN + KN5, RRNN + KN5, BRNN + KN5, and R-BRNN + KN5, where different sizes of training data $T$ (263k, 1.3M, and 8M words) are investigated. The number of hidden units $K = 150$ is fixed. R-BRNN with $P = 0.01\%$ is considered. The speedup of R-BRNN relative to BRNN is shown. Training time is measured for individual LMs. In this comparison, RRNN, BRNN, and R-BRNN consistently perform better than RNN under different amounts of training words by using individual LMs as well as hybrid LMs. The computation time is increased a lot when the size of training data is increased from 1.3M to 8M. It is because the resulting number of vocabulary words is increased as well. We confirm the effectiveness of BRNN-LMs for the sparse training data as well as the abundant training data.

### F. Comparison of Word Error Rate Using WSJ Corpus

FNN, cDC, RNN, RRNN, BRNN, and R-BRNN are carried out for the evaluation of the CSR by using WSJ corpus. In the experiments, different LMs are applied to rescore the 100-best candidates from speech recognition system which was implemented by using the Kaldi toolkit [37], which was written in C++ and licensed under the Apache License v2.0. The DNN acoustic modeling was implemented [38]. The baseline Gaussian mixture model and HMM (GMM-HMM) system was first trained to find the state alignments from all training utterances. Based on these alignments, DNN was trained by using the 40-D log Mel frequency bank features of training utterances. The GMM-HMM was trained by using 13-D Mel-frequency cepstral coefficients from each frame. Cepstral mean normalization was performed per speaker. The feature vector at each frame was spliced by those features from a context window of seven frames. We used the linear discriminant analysis (LDA) [39] to project from 91 ($7 \times 13$) dimensions to 40-D and then applied the maximum likelihood linear transform [40] to make the features more accurately modeled by the diagonal covariance Gaussian. The GMM-HMM system was used to create the triphone-state labels by means of the forced-alignment during the initial training procedure of the DNN-HMM system. The leaves of a phonetic decision tree were inherited from the GMM-HMM system and corresponded to the DNN output targets. The DNN topology was formed by seven hidden layers, while each layer had 2048 neurons. The softmax output layer with 2035 units was used. In the DNN cross-entropy training, the stopping criterion for learning was based on the early stopping using development set. The minibatches with a size of 256 frames were used in the SGD training algorithm.

Table IV lists the results of perplexity, training time, and WER (%) on WSJ corpus by using individual LMs, including KN5, FNN, cDC, RNN, RRNN, BRNN, and R-BRNN, and the hybrid LMs, including FNN + KN5, cDC + KN5, RNN + KN5, RRNN + KN5, BRNN + KN5, and R-BRNN + KN5, where $K = 200$ and $P = 0.005\%$ were considered. The fourth gram-based FNN was trained with 100 neurons and 200 neurons specified in the first layer and 200 neurons in the second layer. The softmax output layer had 2035 units.
and the second hidden layers of an MLP, respectively. The cDC-LM with 200 Dirichlet classes was trained [3]. The perplexities under $|\mathcal{V}| = 20K$ and the WERs under $|\mathcal{V}| = 5K$ and $|\mathcal{V}| = 20K$ are evaluated for different LMs. The error rate reductions (%) of different hybrid LMs with respect to baseline KN5 are reported.

In this set of experiment, the perplexity and WER using KN5 are comparable with those in [41]. The individual LMs using FNN, cDC, RNN, RRNN, BRNN, and R-BRNN performs better than KN5 and could be further improved by combining with KN5. cDC obtains the perplexity and WER, which are lower than those of FNN but higher than those of RNN and RRNN. BRNN and R-BRNN achieve comparable performance in terms of perplexity as well as WER. For example, the perplexity is reduced from 121.4 using KN5 to 102.1 using FNN + KN5, 98.3 using cDC + KN5, 95.9 using RNN + KN5, 93.2 using RRNN + KN5, and 87.2 using R-BRNN + KN5, while the WER is reduced from 12.5% using KN5 to 11.3% using FNN + KN5, 10.4% using cDC + KN5, 10.2% using RNN + KN5, 9.4% using RRNN + KN5, and 8.9% using R-BRNN + KN5 in the case of 20k vocabulary words. The error rate reduction is improved from 18.4% using RNN + KN5 to 28.8% using R-BRNN + KN5. A similar improvement of using R-BRNN over RNN and RRNN is also obtained for the case of 5k vocabulary words. The results of R-BRNN + KN5 are slightly better than BRNN + KN5 in this comparison. Such results of BRNN and R-BRNN are competitive when compared with the state-of-the-art methods using FNN, cDC and RNN under the same experimental conditions. Again, the computation time is similarly increased by applying the Bayesian learning and the hybrid modeling.

VI. CONCLUSION

We have presented a Bayesian learning method for RNN-LM where a regularization term was introduced to conduct the penalized model training. A rapid approximation algorithm was proposed to derive a solution to BRNN-LM with a positive semidefinite Hessian matrix. BRNN-LM was established by alternatively estimating the RNN parameters based on the MAP criterion and calculating the regularization parameter by maximizing the marginal likelihood over uncertainty of RNN parameters. The computation of a high-dimensional Hessian matrix was reduced by selecting salient elements of the outer-products through a precalculation of combination weights. Removing the redundancy from those minor outer-products did improve the convergence and the system performance of BRNN-LM. Experimental results over three corpora showed the consistent improvement of BRNN-LM and R-BRNN-LM over RNN-LM in terms of perplexity and WER. The benefits of compensating for the model uncertainty from Bayesian treatment, reducing the redundancy from the outer-products and representing the variations of LMs from model interpolation were illustrated.
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