Robust Relay Selection for Large-Scale Energy-Harvesting IoT Networks

Hiroki Kawabata, Student Member, IEEE, Koji Ishibashi, Member, IEEE, Satyanarayana Vuppala, Member, IEEE, and Giuseppe Abreu, Senior Member, IEEE,

Abstract—We consider the relay selection problem in large-scale energy-harvesting (EH) networks. It is known that if channel state information (CSI) is available at EH relays, a diversity order equal to the number of relays can be obtained, however at the penalty of a feedback overhead (necessary to obtain accurate CSI) which is not suitable for energy-limited devices intended e.g. for internet-of-things (IoT) applications. In this paper, we therefore propose a new EH relay selection scheme which is based on the residual energy at each relay's basic information on the distribution of the channels between relays and the destination. The method thus minimizes both the outage probability and the feedback cost. Where previous work rely selection based on channel distribution information (CDI) consider only small-scale fading distribution, we employ a stochastic geometry approach to consider jointly the geometrical distribution (i.e., large-scale fading) and small-scale fading yielding a simple relay selection criterion that furthermore utilizes only rough information on the relay's location, i.e., an ordinal number from the destination. The outage probability of the proposed relay selection scheme is analytically derived, and the achievable diversity order of the proposed approach is investigated. Computer simulations confirm our theoretical analyses and show that our approach is robust against errors in the estimation of the distances between nodes.

Index Terms—opportunistic relaying, channel distribution information (CDI), stochastic geometry, energy harvesting.

I. INTRODUCTION

In 2011, Cisco Internet Business Solution Group (IBSG) predicted that there will be 50 billion devices connected to the internet by 2020 [1]. This vast network of devices, would enable us to gain information on virtually anything, creating enormous opportunities for new services and applications, for things such as logistics, transportation, health care, agriculture and so on. For such an internet-of-things (IoT) applications, the quality of wireless communications and low energy consumption are fundamental, since the harvested energy can be efficiently utilized. Typical wireless channels, however, suffer from multipath fading and shadowing, which significantly reduce communication capacity for a given average transmission power and hinder reliable transmission. Although an effective option is to use multiple antennas to obtain spatial diversity gain [2], in practice, it is difficult equip small IoT devices with multiple antennas due to their size, complexity, and cost. Hence, another concept has been proposed: when the source cannot reliably communicate directly with its destination, other nodes temporarily serve as relays in order to support the communication.

This cooperative diversity approach allows devices to enjoy spatial diversity gain without the need to equip them with additional antennas [3], and it has been shown that if sufficiently many relays are available, opportunistic relaying can attain a diversity order equal to the number of relays itself [4]. In opportunistic relaying, the best relay among those available is chosen based on the perfect knowledge of the instantaneous channel state information (CSI), where best is defined in terms of the corresponding instantaneous signal-to-noise ratio (SNR) at the destination. However, in a cooperative diversity system, relays consume their own battery order to support other nodes’ communication, so that if multiple nodes drain their batteries at the same time, the network life-time or its topology may quickly deteriorate.

A remedy for this crucial issue is the use of energy harvesting (EH) [5] in combination with opportunistic relaying [6], [7]. Energy harvesting makes it possible to use solar, kinetic, wind, electromagnetic, or other types of energy sources to recharge the relay nodes’ batteries. The result of using EH in opportunistic relaying is that non-selected relays efficiently use their inactive time to recharge their batteries while the selected relay forwards the source’s information in order to obtain diversity. In [6], the symbol error rate (SER) of a cooperative network with EH relays was derived theoretically, and the advantages of opportunistic relaying was shown for the case in which the selection is based on the current available energy and the CSI. If channel fluctuation is slow, however, there is a possibility that the same relay is selected repeatedly, so that its activity surpasses its ability to harvest energy to recharge, such that considering both the relays suitability and its energy state in the is necessary selection process.

In light of the above, a new relay selection scheme based on the relative throughput gain of each relay and its energy state information (ESI) was proposed in [7]. This method of relay selection was shown to improve short-term performance, since the harvested energy can be efficiently utilized.
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A remaining limitation of the aforementioned method is however, the assumption of perfect CSI at relays. Indeed, even if perfect channel reciprocity holds, this assumption implies the need that every relay accurately estimates its channel to every other relay (possible destination), and forward the information to its peers. In other words, the assumption perfect CSI is virtually unfeasible in the context of IoT networks, not to mention that perfect-CSI schemes are known to suffer from significant performance degradation in face of channel estimation errors.

To overcome this challenge, opportunistic relaying methods avoiding the requirement for perfect CSI have been proposed [8]–[10]. In [8], a scheme relying on the average channel gains only was presented. To some extent, average CSI does indeed indirectly capture the contribution of network topology (specifically the distance between relays), but leaves out the contribution of fading.

A complementary approach was proposed in [9], [10], where CSI knowledge was replaced by channel distribution information (CDI). This method was shown that this results in a better performance than when the selection is based on the mean. However, the approach (like its predecessor) requires that relays know the actual distance between nodes, which in fact defeats the very purpose of opportunistic relaying, since actual location information also implies a heavy overhead.

In light of all the above, the contributions of this paper are as follows:

- We introduce a stochastic geometry to model large-scale networks with EH relays. This model captures both the topological and fading contributions to channel fluctuations that affect relay selection.
- We propose a new EH relay selection scheme based on residual batteries of relays and the CDI of both small-scale and large-scale fading. This requires neither extra communication nor does it result in increased computational complexity, and thus it is suitable for IoT devices.
- The closed form of the end-to-end outage probability is derived. Based on this result, we devise a simple relay selection rule that only requires approximate information about the relay’s location; specifically, it only requires the ordinal number of the relays.
- The achievable diversity order of the proposed approach is also theoretically investigated.
- We show that our selection scheme is robust against errors in estimating the distances between nodes.

This paper is organized as follows. Section II describes the system model that we use throughout this paper. In Section III, the new EH selection rule is described, and then we derive the outage probability for a given relay. Based on this result, we obtain a simple rule for the proposed EH selection. Moreover, the overall outage probability of our proposed system is derived theoretically by analyzing the EH process and considering the achievable diversity order of the proposed approach. In Section IV, we present numerical results that confirm the theoretical analyses, and we clarify the advantages of the proposed system. Finally, we summarize our conclusions in Section V.

II. SYSTEM MODEL

A. Network Model

We consider a network that is composed of a single source (S), a single destination (D), and multiple relays. In particular, we consider a toroidal network in an $M \times M$ [m$^2$] Euclidean space of dimension $d = 2$, modeled by a stationary Poisson point process (PPP) of intensity $\lambda$ in $\mathbb{R}^d$ [12]. In this network, the source is located at the coordinate $(M/2, M/2)$, the destination is located at the origin, and the relays are independently located following a uniform distribution, as shown in Fig. 1. We define the distance between the $k$-th relay and the destination as $r_{AD}$, such that $0 < r_{1D} < r_{2D} < \cdots$.

We will assume frequency nonselective block Rayleigh fading in all of the links between the transmitter $A \in \{S, k\}$ and the receiver $B \in \{k, D\}$, and thus the coefficients are constant during each transmission block. The fading coefficient $h_{AB}$ follows a complex Gaussian distribution with zero mean and unit variance, and is available at the receiver. We will assume that the path loss degrades the received power by $1/(1 + r_{AB}^2)$ according to the distance between A and B, where $\beta$ denotes the path-loss exponent, which, in practice, ranges from 2 to 4. Without loss of generality, $\beta$ will be assumed to be equal to 2 for the remainder of this paper. Note that the path loss coefficients regularly include the effects of the transmit and receive antenna gains. However, our interest here is to evaluate how the geometrical relationships between the nodes affects the overall performance rather than how it affects the antenna gains. Thus, the path loss is modeled simply as $1/(1 + r_{AB}^2)$. Furthermore, due to the half-duplex constraint, every transmission is performed in two phases. In the first phase, the source broadcasts its own information. In the second phase, one selected relay forwards this information to the destination, using variable gain amplify-and-forward (VGA), which scales and amplifies the received signals [13]. Since the relay has CSI for the channel between the source and itself, the variable amplification coefficient $\alpha_{sk}$ is given as

$$\alpha_{sk} = \left( \frac{P_A |h_{sk}|^2}{1 + r_{sk}^2} + N_0 \right)^{-1},$$

where $P_A$ is the power of the transmitter, and $N_0$ is the density of additive white Gaussian noise (AWGN).

For the remainder of the paper, we will assume that $N_0 = 1$. Also, we will assume that a direct link between S and D is not available. Thus the instantaneous SNR from the source to the destination through the relay can be expressed as [3]

$$\Gamma_{AF} \triangleq \frac{\Gamma_{sk} \Gamma_{kD}}{1 + \Gamma_{sk} + \Gamma_{kD}},$$

where $\Gamma_{A,B}$ is the instantaneous SNR from node A to B given by

$$\Gamma_{A,B} \triangleq \frac{P_A |h_{AB}|^2}{1 + r_{AB}^2} \triangleq P_A G_{AB}.$$
where $N_{EH}$ relay. As with the original opportunistic relaying proposed

**A. Method of EH Relay Selection**

In this section, we describe the use of CDI for selecting the EH relay. As with the original opportunistic relaying proposed in [4], our approach intends to minimize the outage probability.

Unlike the original one, however, in our approach, only the corresponding CDI of the channel gain and the distance between the destination and itself are available to each relay. Therefore, the outage probability of the proposed system must be analyzed in order to determine the relay selection criterion.

An outage event occurs when the channel capacity defined by the instantaneous SNR is less than a given target rate $R$ bits per channel use (bpcu). From (2), once relay $k$ has been selected, the outage probability can be written as

$$P_{out}^k = Pr \left[ \frac{\log_2(1+G_{AF}^k)}{2} < R \right] = Pr \left[ G_{AF}^k < 2^{2R} - 1 \right]. \quad (6)$$

Since each relay has only knowledge of probability distributions of $h_{kD}$ and $r_{kD}$, (6) becomes

$$P_{out}^k = \begin{cases} 
Pr \left[ \Gamma_{k,D} < \frac{a(1+G_{S,k})}{\Gamma_{S,k}} - a, \right. \\
Pr \left[ \Gamma_{k,D} < \frac{a(1+G_{S,k})}{a - \Gamma_{S,k}}, \right. \\
(\Gamma_{S,k} > a), \quad (\Gamma_{S,k} < a), \\
Pr \left[ G_{kD} < \frac{(1+G_{S,k})}{\Gamma_{S,k} - a} F_k, \right. \\
Pr \left[ G_{kD} < \frac{(1+G_{S,k})}{a - \Gamma_{S,k}} F_k, \right. \\
(\Gamma_{S,k} > a), \quad (\Gamma_{S,k} < a), \\
\end{cases} \quad (7)$$

where $a = 2^{2R} - 1$.

Hereinafter, we will assume that $\Gamma_{S,k} > a$. Also, when $\Gamma_{S,k} < a$, the sign is reversed in the final equation.

We note that $|h_{kD}|^2$ and $r_{kD}^2$ follow an exponential probability distribution and a generalized gamma distribution, respectively, as follows [12]:

$$|h_{kD}|^2 \sim f(x) \triangleq e^{-x}, \quad 1 + r_{kD}^2 \sim g(x; k; \lambda) \triangleq \frac{(x^2 \lambda)^{k-1}}{\Gamma(k)} e^{-\pi x(1-x)}, \quad (9)$$

where $x$ and $y$ denote random variables, and $\Gamma(\cdot)$ denotes the gamma function.

Since (8) and (9) are independently distributed random variables, the distribution of $G_{kD}$ can be written as [17]

$$p(x; k; \lambda) = \int_0^\infty |y| f(y) g(y; k; \lambda) dy \quad (10)$$

$$= \frac{(\pi \lambda)^k e^\pi \Gamma(k)}{\Gamma(k)} \int_0^\infty y^{k-1} e^{-\pi y(1+x)} \lambda dy = \frac{e^{-x}(bx+kb+1)}{(bx+1)^{k+1}},$$

where $b = \frac{1}{\pi \lambda}$.

The values of $\Gamma_{S,k}$ and $P_k$ are known at each relay. The outage probability needed for the relay selection can be obtained by integrating (10) over the region defined by the right-hand side of the event in (7). However, this integration does not admit a closed-form. Hence, we shall further simplify the distribution to obtain the closed-form expression of the outage probability that will take place in the sequel.

Then, (10) can be rewritten as

$$p(x; k; \lambda) = \frac{e^{-x}}{(bx+1)^k} + \frac{bk e^{-x}}{(bx+1)^{k+1}}. \quad (11)$$

Fig. 1. Network model of proposed system where $d = 2$. 

**III. EH RELAY SELECTION USING CDI**

**A. Method of EH Relay Selection**

In this section, we describe the use of CDI for selecting the relay. As with the original opportunistic relaying proposed in [4], our approach intends to minimize the outage probability.
If \( k \) is large, the second term of (11) obviously tends to zero. If \( k \) is small, it is reasonable to assume \( x \gg k \) so that 
\[
(\frac{bx + bk + 1}{(bx + 1)}) \approx (bx + 1) .
\]
Consequently, we have
\[
 p(x; k, \lambda) \approx \frac{e^{-x}}{(bx + 1)^k} . \tag{12}
\]
The first two derivatives of (12) are respectively given by
\[
 p^{(1)}(x; k, \lambda) = \frac{e^{-x}}{(bx + 1)^{k+1}} \approx \frac{e^{-x}}{(bx + 1)^2} ,
\]
\[
 p^{(2)}(x; k, \lambda) \approx \frac{-xe^{-x}}{(bx + 1)^3} . \tag{14}
\]
Thus, the Taylor expansion of (10) becomes
\[
 p(x; k, \lambda) \approx 1 - x + \frac{x^2}{2!} + \cdots = \sum_{n=0}^{\infty} \frac{(-x)^n}{n!} = e^{-x} , \tag{15}
\]
which reveals that the distribution given by (10) can be approximated by an exponential distribution.

Hence, (7) can be approximately calculated by [18]
\[
 p_{out} \approx 1 - \exp \left[ - \frac{1}{\mathbb{E}[G_{kd}]} \frac{a(1 + \Gamma_{S,k})}{\Gamma_{S,k} - a} P_k \right] , \tag{16}
\]
where \( \mathbb{E}[z] \) denotes the mean of a random variable \( z \).

Since \( G_{kd} \) is the ratio of \( |h_{kd}|^2 \) and \( (1 + r_{kd}^2) \), \( \mathbb{E}[G_{kd}] \) can be derived with the Taylor expansion [19]. Let us temporarily consider the function \( f(N,D) = N/D \). Then, the Taylor expansion of \( f(N,D) \) around the point \((\mu_N, \mu_D)\) is given by
\[
 f(N,D) = \frac{\mu_N}{\mu_D} + (N - \mu_N) \frac{\partial f(N,D)}{\partial N} \bigg|_{(\mu_N, \mu_D)}
 + (D - \mu_D) \frac{\partial f(N,D)}{\partial D} \bigg|_{(\mu_N, \mu_D)}
 + \frac{1}{2} (N - \mu_N)^2 \frac{\partial^2 f(N,D)}{\partial N^2} \bigg|_{(\mu_N, \mu_D)}
 + \frac{1}{2} (D - \mu_D)^2 \frac{\partial^2 f(N,D)}{\partial D^2} \bigg|_{(\mu_N, \mu_D)}
 + (N - \mu_N)(D - \mu_D) \frac{\partial^2 f(N,D)}{\partial ND} \bigg|_{(\mu_N, \mu_D)}
 \cdots
\]
An approximation of the mean of \( f(N,D) \) can be obtained using the second-degree truncation of the above Taylor series:
\[
 \mathbb{E}[f(N,D)] \approx \frac{\mu_N}{\mu_D} + \frac{\sigma_D^2}{\mu_D} = \frac{\text{Cov}(N,D)}{\mu_D} \tag{18}
\]
where \( \sigma_D^2 \) denotes the variance of \( D \), and \( \text{Cov}(N,D) \) is the covariance of \( N \) and \( D \).

The variables in (18) have the following values:
\[
\begin{aligned}
 \mu_N &= 1 , \\
 \mu_D &= 1 + \frac{k}{\lambda} , \\
 \sigma_D^2 &= \frac{k}{\lambda}^2 , \\
 \text{Cov}(N,D) &= 0 .
\end{aligned} \tag{19}
\]

The derivation of each of these variables is shown in Appendix A.

From (19), \( \mathbb{E}[G_{kd}] \) is given by
\[
 \mathbb{E}[G_{kd}] \approx \frac{[(\pi \lambda + k)^2 + k] \pi \lambda}{(\pi \lambda + k)^4} . \tag{20}
\]

Hence, the outage probability when relay \( k \) is selected is
\[
 p_{out}^k \approx 1 - \exp \left[ - \frac{a(1 + \Gamma_{S,k})}{P_k(\Gamma_{S,k} - a)} [(\pi \lambda + k)^2 + k] \pi \lambda \right] . \tag{21}
\]

Using (21), each relay calculates its own outage probability and sets its timer. When the timer becomes zero, the relay starts to forward the information via VG-AF. The other relays can recognize this transmission and return to the EH mode. For this example, the timer function is defined as
\[
 T(I_{out}^k) = \eta \times P_{out}^k , \tag{22}
\]
where \( \eta > 0 \) is an arbitrary scaling factor.

B. Derivation of the Overall Outage Probability

In this section, the overall outage probability of this system will be theoretically derived. Using \( S_k \), the probability that the \( k \)-th relay is selected, the desired outage probability can be written as follows:
\[
 p_{out} = \sum_{k=1}^{K} S_k \mathbb{E}[p_{out}^k] , \tag{23}
\]
where \( K \) denotes the number of relays, the mean of \( K \) is given by \( \mathbb{E}[K] = \lambda M^2 \), and \( \mathbb{E}[p_{out}^k] \) is the mean of \( P_{out}^k \) given by
\[
 \mathbb{E}[p_{out}^k] = 1 - \exp \left[ - \frac{a(1 + \Gamma_{S,k})}{\mathbb{E}[P_k][\mathbb{E}[\Gamma_{S,k}] - a] \mathbb{E}[G_{kd}]} \right] \tag{24}
\]
\[
 = 1 - \exp \left[ - \frac{a(1 + P_S \mathbb{E}[G_{sk}])}{\mathbb{E}[P_k][\mathbb{E}[P_S \mathbb{E}[G_{sk}]] - a] \mathbb{E}[G_{kd}]} \right] .
\]

To calculate the above equation, we must analytically derive the probability that the relay \( k \) is selected. Let us consider the case where \( P_{out}^k \) is less than \( P_{out} \) for an arbitrary set \((i,j)\) and \( i \neq j \). The probability of this event is
\[
 \text{Pr}[P_{out}^j > P_{out}^i] = \\
 = \text{Pr} \left[ \frac{1}{\mathbb{E}[G_{jd}]} \Gamma_{S,j} - a > P_{out}^j \right] \frac{a(1 + \Gamma_{S,j})}{\mathbb{E}[G_{jd}][\Gamma_{S,j} - a] P_j} \tag{25}
\]
\[
 = \text{Pr} \left[ \frac{\mathbb{E}[G_{jd}]}{\mathbb{E}[G_{jd}] + 1} > \frac{\mathbb{E}[G_{jd}]}{\mathbb{E}[G_{jd}]} \Gamma_{S,j} - a P_j \right] .
\]

Assuming \( \Gamma_{S,k} \to \infty \) and that (5) holds, the above equation can be approximated by
\[
 \text{Pr}[P_{out}^j > P_{out}^i] \approx \text{Pr} \left[ P_j > \frac{\mathbb{E}[G_{jd}]}{\mathbb{E}[G_{jd}]} P_j \right] \tag{26}
\]
\[
 = \text{Pr} \left[ N_j > \frac{\mathbb{E}[G_{jd}]}{\mathbb{E}[G_{jd}]} N_j \right] .
\]

Equation (26) implies that the number of times EH is required for relay \( j \) is greater than the number of times it is required for relay \( i \), and thus the outage probability at relay \( j \) is smaller than that at relay \( i \). Table 1 shows the number of times that EH is required at relay \( j, j = 1, 2, \cdots, 10, \) when \( N_i = N_1 = 1 \).
From these results, the probability that a given relay \( k \) is selected can be approximated as follows:

\[
S_k \approx \Pr[\text{Relay } k \text{ is selected}] \approx \frac{1}{N_k} \left( \sum_{l=1}^{K} \frac{1}{N_l} \right)^{-1}.
\]  

(27)

Since only one relay is selected at a time, and that relay consumes all of the residual battery at each time slot while the other relays are recharging their own battery, \( \mathbb{E}[P_k] \) can be derived by using the relay selection probability, as follows:

\[
\mathbb{E}[P_k] = \frac{\text{(Energy harvested in two steps)}}{\text{(Relay selection probability)}} = \frac{\rho P_S}{S_k}.
\]  

(28)

From (23), (24), (27), and (28), we can finally obtain the overall outage probability as

\[
P_{\text{out}} \approx \sum_{k=1}^{K} S_k \left[ 1 - \exp \left[ -\frac{S_k}{\rho P_S} \left( \frac{\pi \lambda + k}{(\pi \lambda + k)^2 + k} \pi \lambda \right) a(r_{SD}^2 - 2r_{SD} \frac{\Gamma(k + \frac{1}{2})}{\sqrt{\pi \lambda L(k)}} + k + P_S) \right] \right],
\]  

(29)

where the deviation of \( \mathbb{E}[G_{SG}] \) is shown in Appendix B.

C. Achievable Diversity Order and Coding Gain

We will now further investigate the diversity order and the coding gain of the proposed opportunistic relaying method to determine the performance of the system. The outage probability of the system given by (29) can be approximated by (30) at the top of the next page, which is obtained by a Taylor expansion. Therefore, (30) becomes the equation for \( P_{\text{out}}^{-1} \) when the SNR is high. Thus, this system has an achievable diversity order of one. We also note that it is obvious that as \( \rho \) increases, \( P_{\text{out}}^{-1} \) decreases.

IV. NUMERICAL RESULTS

In this section, we present numerical results of the proposed relay selection using CDI, which confirm the derivation of the outage probability of the proposed relay selection method. We also evaluate the advantages of the proposed system via computer simulations. The parameters used in simulations are listed in Table I. We assume that \( M = 10 \text{m}, \lambda = 1.0, \text{ and } R = 1.0 \text{ bpcu} \) as typical values. We also assume the harvesting efficiency \( \rho = 1.0 \) and 0.1 as examples. Note that, when \( \rho = 1.0 \), only one EH time is required for relays to achieve the same transmission power as the source, i.e., high-efficiency EH. Meanwhile, the case with \( \rho = 0.1 \) corresponds to low-efficiency EH since more EH times are needed to achieve the same transmission power as the source.

For comparison, we also present results of direct transmission, EH relay selection using the instantaneous channel gain [4], one using the mean of the channel gain [8], and one using both the CDI of the small-scale fading and the mean of the channel gain [9]. Although those conventional works did not consider EH, we here simply assume that selections are performed considering the relay’s transmission power constraint given by (5) for a comparison purpose.

A. Outage Performance Comparisons

Figure 2 shows the outage probability of the EH relay selection methods when \( \rho \) is assumed to be 1.0. Note that the horizontal axis denotes the SNR between the source and the destination \( P_S/N_0 \).

As can be seen in Fig. 2, the outage probability of the proposed system, derived as (29), shows good agreement with that obtained by Monte Carlo simulations. Moreover, as compared with the direct transmission, the proposed relay selection remarkably improves the outage probability performance. For example, the gain is about 20.0 dB at \( 10^{-2} \). Similarly, comparing our proposed method with the EH relay selection using the channel mean, the additional gain is about 10.0 dB at \( 10^{-4} \). Compared with the conventional relay selection using CDI, the outage probability performance of the proposed one is identical while, in our relay selection, the relays only use the rough location information, i.e., ordinal number \( k \), instead of the mean (or the actual distance). The EH relay selection using the instantaneous CSI achieves the best performance. This is because the best relay in terms of the end-to-end SNR is always selected with the aid of the CSI, while some other relay might be selected when only statistical information such as CDI is used. For a similar reason, the diversity order of the proposed system is one, while that of the system with the instantaneous CSI is equal to the number of relays. However, in the proposed relay selection, each relay has to know only the ordinal number \( k \) from the destination, and this significantly reduces the overhead for transmissions and the load for relays, which is suitable for IoT devices.
$P_{\text{out}} \approx \sum_{k=1}^{K} S_k \frac{a(\pi \lambda + k)^3}{\rho P_S \{((\pi \lambda + k)^2 + k)\pi \lambda \} \Gamma(k + \frac{1}{2}) + \frac{k}{\pi \lambda} + P_S}$

\[- \frac{1}{2} \sum_{k=1}^{K} S_k \frac{a(\pi \lambda + k)^3}{\rho P_S \{((\pi \lambda + k)^2 + k)\pi \lambda \} \Gamma(k + \frac{1}{2}) + \frac{k}{\pi \lambda} + P_S} \]

\[\approx \sum_{k=1}^{K} S_k \frac{a(\pi \lambda + k)^3}{\rho P_S \{((\pi \lambda + k)^2 + k)\pi \lambda \} \Gamma(k + \frac{1}{2}) + \frac{k}{\pi \lambda} + P_S} \]

\[\text{s.t. } \left( \frac{P_S}{N_0} \to \infty \right). \]  

Figure 3 depicts the outage probabilities with $\rho = 0.1$, and it can be seen that all performances except that of direct transmission are degraded due to less energy being harvested. Since, once $\rho$ becomes small, the outage probability of the proposed selection $P_{\text{out}}$ becomes large as discussed in Section III-C. Furthermore, the performance improvement compared with the selection with the mean becomes smaller than the case with $\rho = 1.0$.

\[\text{TABLE II} \]

| SIMULATION PARAMETERS |  |  |
|-----------------------|--|--
| $M$ [m] | 10.0 |  |
| $\lambda$ | 1.0 |  |
| $\rho$ | 1.0 | 0.1 |
| $R$ [bpcu] | 1.0 |  |
| $N_0$ | 1.0 |  |

B. Relay Selection Probability

The relay selection probability, that is, the probability that the relay $k$ is selected, is shown in Fig. 4. We assumed that $P_S/N_0 = 40$ dB and $\rho = 1.0$; the vertical axis indicates the relay selection probability, and the horizontal axis indicates the relay index $k$.

From the figure, we can see that when $k$ is small, the relay selection probability of the proposed system is in good agreement with that obtained by Monte Carlo simulations; however, when $k$ is large, the results diverge. The probability mass function (pmf) of the conventional EH relay selection using the mean is almost same as that of one using the instantaneous CSI. However, the pmf of the proposed approach has a completely different shape from those. Meanwhile, our proposed selection exhibits the lower outage probability than one using the mean. This gain comes from the use of statistical information of channels, and it reduces the erroneous selection of relays, compared with the mean-based selection.

C. Effect of Errors in Estimating the Distance

As discussed in the previous section, our proposed system shows the same outage probability as the conventional EH relay selection using the CDI. In this section, we will show that, compared with the conventional relay selection using the CDI proposed in [9], our selection scheme is more robust against errors in estimating the distance between the nodes. Consider a case in which each relay is equipped with a global positioning system (GPS) and is thus able to transmit its own coordinates to a common destination.
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Fig. 5. Outage probability performance of EH relay selection using the conventional CDI and the proposed method; \( M = 20.0, \lambda = 0.1, \sigma^2 = 1.0, 30.0 \)

Fig. 6. Outage probability performance of EH relay selection using the conventional CDI and the proposed method; \( M = 20.0, \lambda = 0.1, \sigma^2 = 1.0, 30.0 \)

From Fig. 5, we can see that there is no significant difference between the two outage probability performances when \( \sigma^2 = 1.0 \). However, when \( \sigma^2 = 30.0 \), the performance gap between the two outage probabilities is about 2 dB in the high \( P_S/N_0 \) region. It can also be seen in Fig. 6 that as both \( P_S/N_0 \) and \( \sigma^2 \) increase, the gap becomes large. Thus, our proposed scheme is robust against distance estimation error compared with the conventional selection using CDI, since our proposed scheme uses \( k \), which is derived from \( \hat{D}_{KD} \), and the conventional method that uses the CDI uses \( \hat{D}_{KD} \) directly.

V. CONCLUSION

In this paper, we have proposed a new EH relay selection scheme that is based on a residual battery of relays and the CDI of both small-scale and large-scale fading. Furthermore, we derived a simple selection rule and a closed solution for the end-to-end outage probability. As discussed in Section III-C, this system can achieve a diversity order of one, even though each relay can exploit knowledge of the entire distribution between the destination and itself. These results show that if we wish to enhance the spatial diversity, it is important to obtain the instantaneous CSI. On the other hand, considering the practical limitations of IoT devices, our approach is still an attractive option that realizes low-power consumption and highly reliable communications.

APPENDIX A

Below, we derive the values of each variable used in (18). Let us consider

\[
\frac{N}{D} = G_{KD} = \frac{|h_{KD}|^2}{1 + r_{KD}^2}.
\]

As shown in (8), \( N = |h_{KD}|^2 \) follows an exponential distribution with a single mean:

\[
\mu_N = \mathbb{E}[|h_{KD}|^2] = 1,
\]

and, as shown in (9), \( D = 1 + r_{KD}^2 \) follows a generalized gamma distribution:

\[
\mu_D = 1 + \mathbb{E}[r_{KD}^2] = 1 + \int_0^{\infty} x^{k-1} e^{-\pi\lambda x} \frac{1}{\Gamma(k)} dx = 1 + \frac{k}{\pi\lambda}.
\]

Then, the variance of \( D \) is

\[
\sigma_D^2 = \mathbb{E}[D^2] - \mathbb{E}[D]^2 = 1 + 2\mathbb{E}[r_{KD}^4] + \mathbb{E}[r_{KD}^2] - \mu_D^2,
\]

where \( r_{KD}^4 \) is derived by substituting \( y = x^2 \) for \( r_{KD}^2 \):

\[
r_{KD}^4 \sim \frac{(\pi\lambda)^{k-1} \sqrt{y}}{\Gamma(k)} e^{-\pi\lambda\sqrt{y}} 2y,
\]

\[
\mathbb{E}[r_{KD}^4] = \frac{(\pi\lambda)^{k}}{2\Gamma(k)} \int_0^{\infty} \sqrt{y} \exp(-\pi\lambda\sqrt{y}) dy = \frac{k(k+1)}{(\pi\lambda)^2}.
\]
Therefore,
\[ \sigma_D^2 = \frac{k}{(\pi \lambda)^2}. \]  

(38)

Finally, \( \text{Cov}(N, D) \) is derived as follows:
\[ \text{Cov}(N, D) = \mathbb{E}[N \times D] - \mu_N \mu_D \]
\[ = \mathbb{E}[|h_{kD}|^2] + \mathbb{E}[|h_{AD}|^2] \mathbb{E}[r_{2K}^2] - \mu_D = 0. \]

(39)

\[ \text{APPENDIX B} \]

Here we describe the derivation of \( \mathbb{E}[G_{Sk}] \), given by
\[ \mathbb{E}[G_{Sk}] = \mathbb{E}\left[ \frac{|h_{kD}|^2}{1 + r_{Sk}^2} \right]. \]

(40)

To begin with, the distribution of \( 1 + r_{Sk}^2 \) should be investigated. It is remarkably difficult to derive the distribution, analytically. Our interest here is to obtain the closed form solution of \( \mathbb{E}[G_{Sk}] \) to see the achievable diversity order of the proposed approach at the sufficiently high SNR region. Thus, we focus only on a rough approximation of \( \mathbb{E}[G_{Sk}] \).

If the ordinal number from the source denoted by \( k' \) is given, \( (1 + r_{Sk}^2) \) also follows a generalized gamma distribution by moving the origin to the source [12]. Conditioned on \( k \), the probability that the \( k \)th closest node to the source becomes the \( k \)th closest node to the destination is calculated by taking the average of the generalised gamma distribution with \( k \) over the conditional probability \( P_k(k'|k) \). Considering that the shape of the generalised gamma distributions with different but \( k \) is almost same, and the set of possible \( k \) should be composed of close numbers due to the shape of the distribution of \( r_{kD} \), the resulting distribution can be approximated by a generalised gamma distribution. Therefore, from (17), an approximation of the mean of \( G_{Sk} \) can be roughly obtained using the first-degree truncation of the Taylor series:
\[ \mathbb{E}[G_{Sk}] \approx \frac{\mathbb{E}[|h_{kD}|^2]}{1 + \mathbb{E}[r_{Sk}^2]}. \]

(41)

Like \( |h_{kD}|^2 \), \( h_{Sk}^2 \) follows an exponential distribution with a single mean:
\[ \mathbb{E}[|h_{Sk}|^2] = 1. \]

(42)

On the other hand, from the law of cosines,
\[ r_{SD}^2 = r_{Sk}^2 + r_{kD}^2 - 2r_{Sk}r_{kD} \cos \theta, \]
\[ r_{SD}^2 \leq (r_{Sk}^2 + r_{kD}^2), \]
\[ r_{Sk} \leq r_{SD} - r_{kD}, \]

where \( \theta \) denotes the angle between \( r_{Sk} \) and \( r_{kD} \). \( \mathbb{E}[r_{2K}^2] \) becomes
\[ \mathbb{E}[r_{2K}^2] \approx \mathbb{E}[r_{SD}^2] - 2 \mathbb{E}[r_{Sk}][\mathbb{E}[r_{kD}^2] + \mathbb{E}[r_{2K}^2], \]

(43)

where \( r_{kD} \) is derived by substituting \( y = \sqrt{r} \) for \( r_{kD} \):
\[ r_{kD} \sim 2(\pi \lambda y^2)^{1/4} e^{-\pi \lambda y^2}, \]

(44)

\[ \mathbb{E}[r_{kD}] = \frac{2(\pi \lambda)^k}{\Gamma(k)} \int_0^\infty \sqrt{y} e^{-\pi \lambda y^2} dy. \]

(45)

Thus, \( \mathbb{E}[G_{Sk}] \) can be written as follows:
\[ \mathbb{E}[G_{Sk}] \approx \frac{1}{1 + \frac{r_{2K}^2}{2r_{SD} - 2r_{SD} \frac{r_{kD}^2}{r_{SD}^2}} + k \frac{1}{\sqrt{\pi \lambda}}}. \]

(46)
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